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We present a molecular dynamics simulation scheme that we apply to study the time evolution of
the self-organized growth process of metal cluster assemblies formed by sputter-deposited gold atoms
on a planar surface. The simulation model incorporates the characteristics of the plasma-assisted
deposition process and allows for an investigation over a wide range of deposition parameters. It is
used to obtain data for the cluster properties which can directly be compared to recently published
experimental data for gold on polystyrene (M. Schwartzkopf et al., ACS Appl. Mater. Interfaces
7, 13547 (2015)). While good agreement is found between the two, the simulations additionally
provide valuable time-dependent real-space data of the surface morphology some of whose details
are hidden in the reciprocal-space scattering images that were used for the experimental analysis.
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I. INTRODUCTION

Nanocomposites have been subject to extensive exper-
imental and theoretical research in the last decades be-
cause the assembly of materials with contrasting proper-
ties may result in remarkable characteristics of the com-
posite. The variety of technological applications based on
nanocomposites can be found in, e. g., electronics [1–4],
plasmonics [5, 6], food packaging [7] and medicine [8, 9].
While various types of materials are present in synthetic
and natural nanocomposites, metal-polymer nanocom-
posites are of specific interest as they are promising can-
didates for the fabrication of materials with tailored mag-
netic, electronic and optical properties [10–16] at low
cost.
Typical physical vapor deposition processes of metal-

polymer nanocomposites comprise simultaneous deposi-
tion of metal and polymer, leading to nanoparticles em-
bedded in a polymer host matrix, or exclusive deposition
of metal atoms or clusters onto a prepared polymeric thin
film, restricting the nanoparticle formation to the surface
and near-surface area of the polymer bulk [15, 17–20].
Depending on the desired properties of the composite,
different deposition methods of both polymer and metal
may be advantageous [18, 21–24]. For example, sput-
ter deposition of metal atoms allows for high deposition
rates, but the employed plasma also affects the surface
structure (see below). While many of the experimental
approaches have the common goal of getting independent
control over sizes, shapes and spatial distributions of the
nanoparticles, they also share the difficulty that the self-
organized nanoparticle formation process can only be in-
fluenced indirectly, e. g., by changing deposition rates or
substituting materials. Therefore, in situ observations
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of the film characteristics during the deposition process
are useful to deepen the understanding of the relevant
growth kinetics.

Recent progress in experimental monitoring of film
growth was made by applying grazing incidence small-
angle X-ray scattering (GISAXS) to trace the time-
resolved morphology of sputter-deposited gold on poly-
mer surfaces. [14, 20, 25]. This experimental method
relies on extracting all structural information from the
features in the scattering patterns. GISAXS experi-
ments are well suited to measure the evolution of mean
cluster properties such as radii, heights and distances
between clusters, but they lack the possibility to ob-
serve the atomic structure of individual clusters in real
space. Furthermore, it is impossible to capture the mi-
croscopic physical processes that drive the cluster for-
mation. These processes comprise thermally activated
diffusion of metal atoms on the surface, desorption of sin-
gle atoms with high kinetic energy, coalescence of metal
clusters, and direct attachment of deposited atoms to
existing clusters. At that, the interaction between metal
atoms is typically much stronger than that between metal
atoms and the polymer. Furthermore, the plasma which
is applied to sputter atoms from the metallic target also
influences the cluster growth. Not only does it transfer
charges to the nanoparticles, by ejecting highly energetic
ions in the direction of the substrate it also causes defects
at the surface, where the trapping probability of metal
atoms is strongly increased [26, 27].

One possibility to improve the understanding of the
complex interplay of the mentioned processes is offered
by computer simulations. So far, however, we are not
aware of any computational studies of thin-film growth
by sputter deposition which resolve not only the atomic
structure of the clusters, but also take into account the
influence of the polymer and the plasma background.
Although kinetic Monte Carlo simulations have proved
to be appropriate for the description of similar systems,
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they are usually restricted to cases with simple cluster
geometries that allow one to neglect the motion of in-
dividual atoms such that clusters can be approximated
by simple geometrical objects, e. g., spheres or colum-
nar structures [16, 28, 29]. In this work, we go beyond
these limitations by introducing an atomic scale molec-
ular dynamics (MD) simulation scheme for the motion
of sputter-deposited gold particles onto a polymeric sur-
face. Although the incorporation of individual atoms is
on the cost of accessible system sizes, the method allows
us to perform computations with surface sizes of at least
45 nm × 45 nm. As we will show in a parameter study
for film thicknesses up to 3 nm, the simulated systems
are big enough to directly compare and find agreement
with recently published experimental data for sputtered
gold (Au) on a polystyrene (PS) film [20]. Furthermore,
the employed parameters and potentials can easily be ad-
justed in order to represent different plasma conditions
or materials.

Although molecular dynamics has been a successful
and established method to simulate the deposition of thin
films for several decades, e. g., [30–35], our work attains
distinction through the incorporation of the characteris-
tics of sputter-deposited thin metal films as well as the
possibility to perform close comparisons with experimen-
tal data. In the following, we briefly explain in what as-
pects our simulation method differs from other common
approaches.

First, the treatment of the polymer surface is not
particle-based. Instead the diffusive motion of the metal
atoms on the surface is driven by fluctuating and dissipa-
tive forces. This is much simpler than atomistic or coarse-
grained surface models, but it has been shown in previous
kinetic Monte Carlo (KMC) studies [16, 17, 29, 36, 37]
that the diffusive motion of the metal atoms can be ap-
propriately described by employing a continuum model
for the polymer. This treatment is physically motivated
by the facts that the assembly of polymer chains is very
disordered and the interaction between metal and poly-
mer is typically very weak [38]. The stochastic descrip-
tion of the atomic motion allows us to set diffusion coef-
ficients and spend the saved computer resources on the
simulation of more metal atoms. For example, the num-
ber of particles in our simulations is about two orders
of magnitude larger than typical numbers in simulations
with particle-based substrates [34, 35]. Another advan-
tage of a tunable diffusion coefficient is that it is straight-
forward to obtain realistic values of the distance that a
diffusing atom travels during the average time between
the deposition of two particles. In a particle-based model
of the polymer surface, this would require a more com-
plicated modification of the heat bath or the potentials
of the cross interaction between metal and polymer par-
ticles.

As a second difference, we implemented some idealized
model processes in order to mimic the re-evaporation of
atoms from the surface and the creation of surface de-
fects. Although these processes do not represent the ex-

FIG. 1. Illustration of atomic processes in different parts of
the simulation box (side view): deposition of atoms (a), de-
position and implantation of ions (b), diffusion in the surface
layer (c) and in the bulk layer (d), reflection of atoms at the
bottom wall of the simulation box (e), reflection of neighbor-
less atoms at the top of the surface (f), removal of atoms from
the surface due to re-evaporation (g), cluster formation and
crossing of the border at zmax

surface (h). The layers correspond
to the polymer bulk (I), the surface (II) and the plasma en-
vironment above the surface (III). While the simulation box
has periodic boundary conditions (PBC) in horizontal direc-
tions, atoms that dissociate from clusters and small clusters
that very rarely dissociate from the surface are removed from
the simulation after crossing the top border of the simulation
box.

act atomistic behavior of the system, they enable us to
make statements about the qualitative influence of the
corresponding real physical processes, and they offer the
advantage of being easily adjustable to specific condi-
tions. Hence, we combine the advantages of a micro-
scopic treatment, which is applied in standard molecular
dynamics, and the introduction of simplified model pro-
cesses, which is typical for kinetic Monte Carlo simula-
tions [39].

Finally, we stress that the strong differences of ex-
perimentally relevant time scales of the relatively slow
deposition and diffusion processes and the fast cluster-
ing of metal atoms are an inherent difficulty of thin-film
growth simulations. While we introduce a method to
accelerate MD simulations by proportional rescaling of
deposition and diffusion rates in Sec. II, several other
concepts have been proposed in Refs. [40–44] and will
be discussed in Sec. IV. Further details of the simulation
scheme and its relation to realistic experimental scenarios
are explained in Sec. II. Following this, in Sec. III, a com-
parison with experimental data and a parameter study
of cluster properties for various trapping parameters, re-
evaporation rates and deposition rates are presented.
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II. SIMULATION SCHEME

All simulations were carried out using the LAMMPS
software package [45]. The code performs standard
molecular dynamics simulations with specific boundary
conditions and additional processes for the addition and
removal of atoms. For all particles, the interatomic in-
teraction potential is calculated with the embedded-atom
method [46], using tabulated data for gold provided by
the work of Foiles at al. [47]. In the following, we describe
the partitioning of the simulation box and the specific
treatment of the particles.

A. Details of the model

As illustrated in Fig. 1, the simulation box with
the dimensions [0, xmax], [0, ymax], [0, zmax] and periodic
boundary conditions in x-y-directions is divided into dif-
ferent layers that are intended to represent the behavior
of the particles above the surface (z > zmax

surface), on the
surface (zmin

surface < z ≤ zmax
surface) and in the uppermost

part of the polymer bulk (0 < z ≤ zmin
surface). We stress

that the surface layer has a finite thickness in order to
take into account the roughness of the polymer surface.

For all simulation results presented in this work, we
used the values xmax = ymax = 45nm, zmax = 8nm,
zmin
surface = 0.2 nm and zmax

surface = 0.6 nm. As mentioned
before, the dynamics of individual building blocks of the
polymer chains are ignored in this model. Instead, the
polymer is treated as a continuous fluid-like background
to the gold particles, enabling us to perform Langevin
dynamics simulations. In the subsequent paragraphs, we
address further details of the simulation process.

a. Iteration cycle All quantities of interest are mon-
itored after each iteration period consisting ofNiter = 300
steps. This involves updates of the associated layers and
calculations of the coordination number to identify atoms
on the surface without neighbors.

b. Creation of particles It is not necessary to sim-
ulate the processes in the Au cathode that lead to the
ejection of atoms. Instead, we assume that there is a
constant flux of sputtered atoms and ions that travel to-
wards the surface. We model this by continually cre-
ating atoms and ions at random positions in the plane
at zinit = 7nm (cf. Fig. 1) with the initial velocity
vinit = (0, 0,−|vinit| = −0.1 nm/ps) [48]. The time be-
tween particle creation events can be calculated from the
deposition rate J .

c. Motion of the particles With the exception of the
space between zmax

surface and zmax, where the motion of the
metal particles is treated microcanonically, the diffusive
motion on the surface is modeled by friction and fluctu-
ating forces using Langevin dynamics [49]. Thus we as-
sume that the polymer acts like a continuous heat bath in
thermal equilibrium. The corresponding equation of mo-
tion for all particles with the coordinates r = (r1, r2, . . . )

reads

mr̈ = −∇U(r)− m

tdamp
ṙ+ Ffluct , (1)

where m is the mass of a gold atom, tdamp controls the
strength of the friction, and U is the interatomic poten-
tial.

We remark that we did not implement any screening of
this potential because the clustering of gold atoms takes
place almost exclusively above the surface [50]. The fluc-
tuating force obeys the proportionality

Ffluct ∝

√
kBTm

tdamp∆t
, (2)

where T is the substrate temperature, kB is the Boltz-
mann constant, and ∆t is the timestep. The direction
and the magnitude of Ffluct are randomized according to
Ref. [51].

d. Diffusion Metal atoms on polymer substrates are
known to not only diffuse on the surface, but also to pen-
etrate slowly into the bulk. The application of Langevin
dynamics allows us to simulate such an anisotropic diffu-
sive motion by adjusting the damping parameters tdamp

for specific directions and areas of the simulation box.
The corresponding diffusion coefficients can be calculated
via

D =
1

m
kBTtdamp . (3)

In the surface layer, the diffusion coefficient for the hori-

zontal motion, D
∥
surface, is assigned a value that is bigger

than the one for the vertical motion, D⊥
surface. For the

bulk layer, we set D
x/y/z
bulk = D⊥

surface, i. e., we keep the
diffusion coefficient of the vertical motion in the surface
layer and assign it to all directions. As it is stated in
Ref. [36] that the ratio

α =
D

∥
surface

D
x/y/z
bulk

. (4)

is presumably larger than 60, we performed all simula-
tions with α = 80. This choice is rather arbitrary, but we
carefully verified that the results do not show significant
differences for ratios as low as α = 30. Furthermore, the
value can easily be adjusted once it has been determined
for specific materials in external studies. In addition to
the reduction of the bulk diffusion by decreasing the cor-

responding diffusion coefficients D
x/y/z
bulk and D⊥

surface, all
atoms are reflected at the bottom of the simulation box.
This is motivated by the fact that deep penetration into
the bulk is not observed in the experiments from Ref. [20].
However, we remark that there exist other experimental
situations which require an accurate description of clus-
ters diffusing in the polymer bulk [19].
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e. Re-evaporation The condensation coefficient C of
metal on metal is close to one due to the strong metal-
lic bonds. Hence, re-evaporation of atoms from clusters
is rarely observed in experiments. In the simulations,
the employed potential ensures that this behavior is re-
produced. In contrast, the condensation coefficient of
metals on polymers at room temperature strongly de-
pends on the involved materials. For example, the values
C = 0.006, for Au on Teflon AF, and C = 0.955, for
Au on PMDA-ODA polyimide, were reported [52, 53].
Consequently, re-evaporation of metal atoms from the
surface has to be considered in the simulations. In fact,
if we performed pure Langevin dynamics in the surface
layer, some free atoms would occasionally cross the bor-
der at zmax

surface and then be likely to reach the top of
the simulation box and get lost. However, this behav-
ior does not correspond to the actual physical process
and it cannot be controlled without changing other im-
portant model parameters. We therefore implement an-
other simple model process that allows us to take into
account the desorption of single metal atoms. For that
purpose, we force all free metal atoms to remain in the
two bottom layers by defining another reflective bound-
ary at zmax

surface. This boundary only acts on atoms that
have no neighbors within the cutoff distance of the in-
teraction potential, i. e., atoms belonging to a cluster are
not affected by this modification. In a next step, we de-
fine a process that removes neighborless atoms from the
surface layer with a probability pre within each iteration
cycle. This probability can be understood as a parame-
ter that mimics the characteristic sticking behavior of a
specific material.

f. Lost atoms Atoms that belong to clusters
(Natoms > 1) are allowed to cross the boundary at zmax

surface.
Due to the temperature-induced fluctuating forces, there
is a very small, but finite probability that atoms escape
from a cluster. Most of the time, these atoms travel in a
straight line towards the top of the simulation box and
are removed once they reach zmax.

g. Trapping of atoms A certain fraction of the gold
atoms adheres to the surface immediately or shortly after
they reach the surface in an actual experimental set-up.
There are several reasons for this behavior. On the one
hand, the untreated polymer surface exhibits some sites
with increased trapping probabilities due to its uneven-
ness and imperfections. Furthermore, during the deposi-
tion process, additional surface defects are created by the
impingement of highly energetic ions from the plasma,
e. g., Ar+ if an Argon plasma is used. On the other hand,
knowing that typical energy distributions of sputtered
metal particles have a long tail that exceeds several tens
of eV [54], one can expect that some of the sputtered Au
atoms are sufficiently fast for being implanted into the
polymer bulk. Since there do not exist detailed micro-
scopical studies of these effects, neither the sizes nor the
number of surface defects are known. For that reason, we
restrict ourselves to simulating the qualitative behavior
of the surface defects with a specific treatment for a frac-

FIG. 2. Principle of the proportional rescaling of the depo-
sition rate J and the diffusion coefficient D. For all combi-
nations of J and D with J/D = const., the mean squared
displacement of particle i is preserved during the time tadd
that it takes to create particles ii and iii at random positions
in the plane at zinit.

tion γ of all deposited particles. If one of these particles
reaches a point below zmin

surface, its position is kept fixed,
but the interaction with the other atoms is maintained. If
instead the particle is deposited onto other metal atoms
and thus does not reach the surface layer, it is treated
just like the other atoms.

h. Adjustment to experimental parameters In the
experimental set-up presented in Ref. [20], the deposition
rate Jexp = 0.49 nm/min and the surface diffusion coeffi-
cient Dexp = 7.33× 10−18 m2/s were measured. From
the knowledge of Jexp, one can calculate the average
time between the deposition of two gold atoms per nm2,
which is about 2 s. At the same time, the mean squared
displacement of normal two-dimensional diffusive motion
can be used to estimate the distance that an atom travels
during the time t, according to

l :=

√
(r(t)− r(0))

2
=

√
4Dexpt . (5)

For l = 1nm, we obtain t = 0.03 s. These values indicate
that the deposition process and the diffusive motion of
the particles are many orders of magnitude slower than
the cluster formation processes, which happen on time
scales of pico- and nanoseconds. In order to capture these
fast processes, we set the timestep to ∆t = 0.001 ps. As
the number of timesteps to obtain a sufficiently large sys-
tem must not exceed a practical limit, this choice requires
that the simulations are performed with very high depo-

sition rates J and diffusion coefficients D
∥
surface, which

considerably outreach typical experimental values. As
mentioned above, this is a common problem in MD sim-
ulations of deposition processes. Since the present model
treats diffusion via Langevin dynamics, it is possible to
preserve a realistic value for the mean squared displace-
ment of neighborless particles during the time between
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two deposition events. This can be done by performing
the simulations with proportionally increased experimen-
tal values of the deposition rate and the diffusion coeffi-
cient. Hence, by maintaining the ratio

ξ :=
D

∥
surface

Dexp
=

J

Jexp
(6)

in the simulations, the mean squared displacement of a
diffusing particle, l2 ∝ Dt, is preserved because both the
diffusion coefficient and the time enter linearly. An il-
lustration of this principle can be found in Fig. 2, which
displays an exemplary motion of a single particle on the
surface during the time tadd ∝ J−1 between the deposi-
tion of two other particles. In practice, we first define

D
∥
surface according to Eq. (3) by setting the substrate

temperature to the experimental value T = 296K and

choosing the value t
surface,∥
damp = 1ps for the damping pa-

rameter. Afterwards, we take the values for Dexp and
Jexp from Ref. [20] to calculate the ratio ξ and finally
the deposition rate J . For the mentioned parameters, we
obtain the values 1.2 ns for the average time between the
deposition of two atoms per nm2 and 20 ps for the time
a diffusing atom to reach a mean squared displacement
of 1 nm2.

We remark that the employment of Langevin dynam-
ics, which treats all atoms on the surface and in the bulk
as if they are surrounded by a continuous fluid, is only
an approximation of the realistic diffusion process, which
is mainly caused by the interaction between the fluctuat-
ing molecules of the polymer chain and the atoms at the
outer cluster shell. This is also the reason for the fact
that one cannot make the simulations more realistic just

by decreasing the damping parameter t
surface,∥
damp because

that would lead to strongly damped motion of all cluster
atoms that are in the bulk or the surface layer. Although

it is very difficult to associate our choice of t
surface,∥
damp with

specific materials, we made sure that the chosen parame-
ter set enables fast formation, coalescence and equilibra-
tion of stable clusters in the simulations. Furthermore,
we checked that despite the strongly increased deposition
rate, nucleation does not happen in the gas phase, but
only on the surface.

III. RESULTS

Before we present the simulation results in this sec-
tion, we mention some details about the evaluation of
the cluster properties. Furthermore, in order to show the
limitations of the comparability between simulated and
experimental results, we briefly explain how the experi-
mental data were obtained in Ref. [20].

A. Evaluation of simulation results

In the following, we explain how we determine the clus-
ter properties from the atom positions obtained in the
simulations.

The first step of the evaluation is the identification of
clusters. For that purpose, an atom is defined to belong
to a cluster if its distance to at least one of the cluster
atoms is below the threshold value 0.32 nm. The em-
ployed algorithm was taken from the software OVITO
[55]. Furthermore, we remark that we define that the
minimum size of a cluster is 2 atoms, i. e., all neighbor-
less atoms on or above the surface are excluded from the
evaluation of the following quantities.

All presented cluster radii refer to the maximum of the
horizontal distances of the cluster atoms and the center
of mass of the cluster. In order to get reasonable values
in the case of clusters that extend over one or more peri-
odic images of the simulation box, we use the generalized
method for the calculation of the center of mass in a sys-
tem with periodic boundary conditions from Ref. [56].
Of course, this definition of the radius is only a rough
measure for the cluster extension in the case of clusters
with complex, non-spherical shapes.

The cluster heights are characterized with the help of
the distribution function of vertical atom positions, f(z).
In the results provided below, the heights are indicated
by the values z̃ for which the cumulative distribution
function, ∫ z̃

0

f(z) dz , (7)

reaches 0.99, i. e., 99% of all atoms have a vertical posi-
tion below z̃.

For the mean cluster distance d, we use the estimator

d = (A/Ncluster)
1/2 (8)

where A is the surface area of the simulation box and
Ncluster is the total number of clusters on the surface.
Similar to the cluster radius, this quantity is only mean-
ingful as long as there is a large number of isolated ho-
mogeneously distributed clusters on the surface.

In addition to these cluster properties, we also pro-
vide results for the fraction of the surface that is covered
with metal. After binning the atom position on a two-
dimensional grid which is parallel to the surface, the cov-
erage is obtained by calculating the ratio of the number
of occupied bins and the total number of bins. The side
length of a bin is set to half the value of the lattice con-
stant of Au. While maintaining a high resolution, this
choice is big enough such that a homogeneous gold layer
corresponds to a surface coverage of one.

Finally, we remark that we plot all quantities in depen-
dence of the effective film thickness δ which is the height
of a homogeneous metal film that contains as many atoms
as can be found on the surface. We stress that this quan-
tity is not necessarily proportional to the time because
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due to desorption effects, the number of atoms on the
surface is usually less than the total number of deposited
atoms.

B. Experimental method

Whereas the simulations provide atom positions in real
space, in Ref. [20], the surface morphology was inves-
tigated in reciprocal space, using the GISAXS method
[57, 58]. This method relies on the analysis of the angle-
dependent intensity structure of scattered X-rays. Most
cluster properties were obtained by projecting the scat-
tered structures onto a geometrical model of uniform
hemispherical clusters distributed on a two-dimensional
hexagonal lattice. The cluster distance d was calculated
according to d = 2π/q0, where q0 is the inverse length co-
ordinate of the first lateral maximum of the scattered in-
tensity. Similarly, the effective thickness of the film δ was
determined from the vertical structure of the scattered in-
tensity. Then, the cluster radius was calculated such that
the volume of the hemispherical clusters is equal to the ef-
fective volume of a homogeneous layer with the thickness
δ. The cluster heights were independently determined
by fitting a hemispherical cluster model to the measured
GISAXS data with the software IsGISAXS [59]. Hence,
when comparing the simulated data to the experimental
data, one has to keep in mind that some details of the
local film structure vanish by the averaging procedure of
generating a fit to simplified geometrical objects.

C. General behavior of the system

We start the presentation with a general comparison
of experimental results from Ref. [20] and selected simu-
lation results of a run with a computation time of several
days on a computer cluster with ∼1000 CPU cores. The
corresponding simulation parameters are pre = 1× 10−4

for the re-evaporation probability and γ = 1× 10−2 for
the fraction of trapped Au particles. In Fig. 3, the
corresponding cluster densities, radii, heights and dis-
tances are shown over the full range of experimentally
obtained effective film thicknesses δ. Whereas in the
experiments, a film with the thickness δ = 8nm was
deposited, we restricted the longest simulation run and
most of the other runs to the deposition of a film with
the thickness δ = 3nm and δ ≈ 1 nm, respectively.
These restrictions of simulated thicknesses are imposed
by the computational run time which scales according
to O(Natoms). With the given surface size, each de-
posited nanometer corresponds to 1.2× 105 atoms. The
simulation time depends on the values of γ and pre, be-
cause these parameters affect the sticking of atoms to
the bare surface. While only 7.2× 107 steps (72 ns) are
required to deposit the first nanometer with the parame-
ters γ = 5× 10−2 and pre = 1× 10−4, it takes 18.7× 107
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FIG. 3. Comparison of cluster properties as obtained from
experimental results in Ref. [20] and MD simulations with
selected values for the re-evaporation probability, pre =
1× 10−4, and the fraction of trapped Au particles, γ =
1× 10−2. For deposited thicknesses δ less than about 2 nm,
all quantities agree with experimental trends. However, with
the formation of a percolated network of non-spherical clus-
ters for larger δ & 2 nm, the cluster radius and the cluster
distance are no longer meaningful quantities.

steps (187 ns) to deposit the same thickness with the pa-
rameters γ = 1× 10−3 and pre = 1× 10−1.

Although only the initial period of the film growth in
strong non-equilibrium is simulated, the data is sufficient
capture the non-monotonic behavior of the cluster den-
sity and the average cluster distance. In the following, we
describe in detail how the cluster properties evolve. For
a better understanding, we also refer to the snapshots of
simulated cluster structures in Fig. 4, which serve as an
illustration to the results shown in Fig. 3.

The number density of clusters shown in Fig. 3(a) ex-
hibits a sharp maximum at δ ≈ 0.1 nm followed by a
nearly exponential decay that transitions into a saturated
state beginning at δ ≈ 5 nm. The maximum originates
from two processes with opposing effects: while the ad-
dition of atoms to the system leads to the formation of
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FIG. 4. Top view snapshots of the cluster morphology over a wide range of effective deposited thicknesses from 0.1 nm
(18 000 atoms) to 3 nm (357 000 atoms). The figure illustrates the data set of a single run with the re-evaporation probability
pre = 1× 10−4, the fraction of trapped atoms γ = 1× 10−2 and the surface length 45 nm. The colors indicate the vertical
position of the atoms.

new clusters, other clusters coalesce and thus reduce the
number of clusters. In the case of small clusters, the coa-
lescence is mainly driven by the diffusive motion that the
clusters perform along the surface. However, the more
atoms a cluster contains, the slower this motion becomes.
In this case, lateral aggregation is caused by the attach-
ment of atoms and small clusters to existing clusters.
Once a large fraction of the polymer surface is covered
with metal, most incoming atoms are directly deposited
onto an existing big cluster. Consequently, lateral growth
becomes less important with increasing film thickness.
This explains why the density only slowly changes for
high values of δ. Comparing experimental data and sim-
ulation results, we find partial quantitative agreement,
in particular concerning the δ-value of the maximum and
the subsequent decaying values of the density. As we will
show in the discussion below, qualitative agreement is
found for many parameter sets, but – especially near the
position of the maximum density – the numerical data is
very sensitive to simulation parameters.
In Fig. 3(b), the cluster radii can be compared. While

the experimental curve does not display any deviation
from the monotonic growth behavior, the simulation re-
sults start fluctuating for δ > 1 nm. This behavior is
attributed to the aforementioned non-spherical cluster
shapes and poor statistics due to the finite size of the
simulation box. For δ > 2 nm, there is even a drop of
the curve. The reason for this is the co-existence of few
large cluster structures and several very small clusters
that all contribute with the same weight in the averag-
ing procedure to calculate the mean radius. These fluc-
tuations do not occur in the experimental data, because
the monodisperse cluster model is also used for elongated
cluster structures. Consequently, the values we obtained
for the radii are only meaningful for thicknesses up to
δ ≈ 1 nm. In this regime, we find indeed good agreement
with experimental data.
Similar to the cluster radii, the cluster heights shown

in Fig. 3(c) are also characterized by a monotonic growth.
Since the film becomes more dense with increasing effec-
tive thickness δ, the cluster heights approach the same

values as the film thickness for large δ > 2.5 nm. For
small δ, all simulated heights are significantly smaller
than the experimental values. For all investigated pa-
rameter sets, the difference is about a factor of 2 for very
small δ. One reason for this discrepancy might the fact
that in the experiment the heights of very thin films were
not directly measured, but obtained from an extrapola-
tion of the values for larger δ.

Nevertheless, the origin of this discrepancy remains an
open question in this analysis. However, we find that the
agreement is improved for larger film thicknesses. Fur-
thermore, we remark that the simulation data does not
exhibit any fluctuations in the regime of larger δ because
the histogram which is employed to determine the height
becomes more accurate the more particles are added to
the system.

Finally, Fig. 3(d) allows us to compare the distances
of the clusters. As can be expected, we find a minimum
of the distances for small thicknesses δ that are charac-
terized by a high number density of very small clusters.
Although the space between the clusters is decreased by
increasing the film thickness δ, the values for the dis-
tances increase as they refer to the centers of masses
of the clusters. Since in both the experimental and the
computational data, the distances and the densities are
not determined independently, the evolution of the mean
cluster distance exhibits the inverse trends of the den-
sity. In particular, the local extrema can be found at the
same δ-values. Before the statistical fluctuations set in
close to δ ≈ 2 nm, most simulated distances deviate by
less than 5% from the experimental values. While the
limit δ → 0 is not resolved by the experimental data, the
computational data diverges due to the vanishing cluster
density.

D. Analysis of the influence of the model
parameters

Despite the microscopic treatment of the clusters, the
implementation of re-evaporation and trapping processes
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is only a rough approximation to the real behavior. As a
consequence, we conclude by discussing in detail how the
corresponding parameters pre and γ affect the evolution
of the deposited film. For this analysis, we restrict the
maximum thickness to δ ≈ 1 nm to make sure that the
values are meaningful.

In Fig. 5, the results of a parameter scan are presented
for three different values of γ (columns I-III) and three
different values of pre indicated by the line styles. For
further comparison, we also show the experimental data
and add results for the surface coverage which has not
been investigated in Ref. [20]. Since both the parame-
ters γ and pre have an effect on the sticking of atoms to
the surface, it is clear that the influence of these parame-
ters can only be understood by considering both of them
together. For example, the influence of the trapping pa-
rameter γ is relatively weak if the re-evaporation prob-
ability is small. Hence, the γ-dependence of all curves
with the parameter pre = 1× 10−4 is not as strong as for
the corresponding curves with pre = 1× 10−1.

A general influence of raising the trapping parameter
γ is a reduction of the number of diffusing particles, an
increased number of nucleation sites and a higher chance
that deposited atoms remain on the surface. Conse-
quently, the cluster density (row (a)) can be increased
by increasing γ. This can clearly be observed for the low
re-evaporation probability pre = 1× 10−1 near the maxi-
mum values of the density. For further illustration of this
trend, we also provide simulation snapshots of films with
fixed parameters δ = 0.46 nm and pre = 1× 10−1, but
different γ-values in Fig. 6. Depending on the value of
pre = 1× 10−1, γ affects not only the value of the num-
ber density, but also the effective thickness δ at which
the maximum occurs. For pre = 1× 10−4, it is apparent
that a reduction of trapped particles leads to faster coa-
lescence of clusters, which shifts the maximum to smaller
values of δ. As a final observation on cluster densities,
we point out that there is a trend reversal of the in-
fluence of pre in the third column. If the number of
trapped particles is low, the number of clusters on the
surface is altered by reducing the re-evaporation proba-
bility. However, for γ = 5× 10−2 and γ = 1× 10−2 the
contrary behavior is found. This can be explained by the
fact the a high value of the re-evaporation probability
hampers the lateral growth and thus the coalescence of
the numerous small clusters formed at the defect sites.
The numerical data of the cluster radii and heights in
rows (b) and (c) confirm this trend. Apart from that,
the dependence of these quantities on pre is weak in the
early growth stage. The only exception are the cluster
heights for γ = 1× 10−3, where a large value of the re-
evaporation probability is associated with a relatively big
cluster height. This is also illustrated in the right snap-
shot of Fig. 6, where the clusters are particularly high.
Since the cluster distance is computed from the number
of clusters according to Eq. (8), the values for the dis-
tance in row (d) of Fig. 5 mirror all trends that have
been described for the density. Finally, in row (e), we

also provide data for the surface coverage, which always
increases monotonically with δ and mostly exceeds 50%
for δ = 1nm. Only in the case of a small trapping pa-
rameter, γ = 1× 10−3, where the cluster densities are
relatively low, the re-evaporation probability has a no-
ticeable effect on the surface coverage. Although we can-
not make a direct comparison with experimental data in
this work, we remark that similar experimental results
have been reported in Ref. [14], where, for example, a
value of 60% has been measured for the surface coverage
at the thickness δ = 1nm. This value is close to the value
we obtained for γ = 1× 10−2 and γ = 5× 10−2.

Comparing the cluster properties again to the data
from Ref. [20], we find qualitative agreement for most
of the data curves. The best quantitative agreement is
found for γ = 1× 10−2, although none of the parame-
ter combinations removes all discrepancies of the cluster
heights or maximum cluster densities at once.

E. Influence of the deposition rate

We conclude the investigation of simulation parame-
ters by analyzing the influence of changing the deposi-
tion rate. In Fig. 7, results for the cluster properties
are shown for different deposition rates, which are ex-
pressed as multiples of the rate J that we used for the
other simulations. The simulations were performed with
the parameters γ = 1× 10−2 and pre = 1× 10−4, which
yielded the best agreement with experimental data in the
above analysis.

The plot demonstrates that a high deposition rate,
J̃ = 30J leads to higher cluster densities, but similar to
what has been found in the investigation of the previous
section, the clusters have smaller radii, smaller heights
and they are closer to each other. The reason for the
observed behavior is that a reduction of the cluster num-
ber by coalescence is suppressed if the diffusive motion
is slow compared to the deposition process. So far, our
simulation results do not allow to predict whether these
differences will vanish for larger values of δ. Although
only high rates are typically of interest for fast process-
ing in technological applications, we also show another
curve that represents the simulation with the low rate
J̃ = 0.5J . Since the corresponding CPU time is roughly
twice the time for J̃ = J , we only cover a small regime
of effective thicknesses. However, this is sufficient to ob-
serve trends that are different from the behavior in the
case of high rates. As the clusters have more time to move
on the surface between deposition events, they have more
time to agglomerate. This results in slightly reduced den-
sities and bigger cluster radii. The cluster heights are
even smaller than for J̃ = 30J , which indicates that the
heights scale non-linearly with J̃ . The occurrence of re-
duced cluster heights for small deposition rates can be
attributed to relatively long equilibration times in which
the cluster radii grow while their heights shrink.
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IV. SUMMARY AND DISCUSSION

In this work, we presented a simulation scheme that
can be used to simulate the cluster growth process of
sputter-deposited metal atoms on a disordered, fluid-
like surface, e. g., a polymer substrate. The simulation
model takes advantage of some ideas from previous ki-
netic Monte Carlo models that have been successfully
applied to simulate similar systems [16, 29]. These ideas
comprise the representation of the substrate as a contin-
uum, which causes random walks of the metal particles,
as well as the implementation of simplistic processes that
take into account the desorption of atoms on the sur-
face and the creation of defects at the surface by the im-
pingement of highly energetic particles from the plasma.
However, while the KMC models rely on simple growth
models that neglect atomistic details of the clusters, the

new aspect of the present model is the treatment of each
individual metal atom with molecular dynamics. Such a
microscopic approach allows one to simulate the forma-
tion of metallic structures with complicated geometries,
which is impossible with the KMC models that require
that only spherical or columnar shapes occur.

Compared to KMC simulations, the drawback of this
new approach is the limitation of accessible system sizes.
While length scales larger than 1µm and time scales in
the range of minutes and hours can be accessed with
KMC, the scope of this model is restricted to tens of
nanometers and the influence of large time scales is im-
itated by a strong proportional increase of the deposi-
tion rate and the diffusion coefficient. In the simulations,
these quantities are calculated according to Eqs. (3) and
(6) after fixing the damping parameter. Although the re-
sulting values are up to 9 orders of magnitude larger than
typical experimental values, the observed nucleation and
coalescence of stable clusters is in accordance with the
expected physical behavior and the wide-ranging agree-
ment with experimental data for gold on polystyrene
from Ref. [20] supports the significance of the results.
Nevertheless, it presently remains difficult to perform
benchmarks that go beyond comparisons with experi-
mental results. However, we can state that an upper
limit for the damping parameter is given by the value
for which the resulting time between the deposition of
two atoms is no longer big enough to prevent the atoms
from forming clusters above the boundary zmax. For the
parameter set we used, only atomic deposition with sub-
sequent cluster formation on the surface is observed.

The discrepancy between experimentally relevant time
scales and accessible simulation times is a frequently en-
countered problem in atomistic MD simulations. While
in Ref. [31], for example, thermal activated diffusion dur-
ing the time between the deposition of atoms is neglected,
another approach is to switch between NVE and NVT en-
sembles to make sure that the system relaxes after each
deposition event [40]. Beyond that, several methods have
been developed to accelerate molecular dynamics for sys-
tems with infrequent events, e. g., hyperdynamics [41],
parallel replica dynamics [42], and temperature acceler-
ated dynamics [43] (for an overview, see Ref. [60]). In an-
other recent work, the hyperdynamics method was com-
bined with a collective variable approach, allowing MD
simulations of Cu diffusion to reach time scales on the
order of seconds [44].

With the present simulation scheme we were able to
investigate how the trapping of metal atoms, the re-
evaporation of atoms from the surface and the deposi-
tion rate affect the evolution of the cluster morphology
during the sputter deposition process. Especially in the
early stage of the deposition, specific choices of these pa-
rameters may lead to different amounts of mobile sur-
face atoms, which are necessary to trigger cluster coales-
cence. Consequently, depending on the parameters, one
often observes either high densities of clusters with small
radii or lower densities of clusters with larger sizes. It
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can be expected that the influence of the trapping and
the re-evaporation becomes less dominant in the case of
thick films with high surface coverage, but currently, the
simulated film thicknesses are not sufficient to quantify
that statement. Reliable statements about the horizon-
tal cluster dimensions can be made as long as most of
the clusters do not extend over the periodic boundaries.
For the present results, which were obtained with a sim-
ulated surface area of 45 nm× 45 nm, this is the case for
effective film thicknesses up to δ ≈ 1.5 nm

V. OUTLOOK

While the system sizes we considered in this work are
already sufficient to investigate the nucleation and coa-
lescence of clusters, the significance of this type of simu-
lation can be easily enhanced just by spending more com-
putation time on the simulation of larger segments of the
surface and thicker films. Furthermore, a rather com-
prehensive improvement of the simulation model could
include the resolution of individual plasma species, e. g.,
metal and gas ions, charging of clusters, e. g., by using
modified potentials. In particular, experimental or com-

putational studies that yield the fluxes and associated
energy distributions of all particle fluxes towards the sur-
face would be of interest to improve the simulations. An-
other potential application of the simulation scheme is
the simulation of the co-deposition processes of, for ex-
ample, metal and polymer, which could be realized by
implementing a continuous shift of the surface. Similar
implementations have already been applied in the frame-
work of the aforementioned kinetic Monte Carlo simula-
tions [16, 29].

Finally, we mention that it would also be of interest to
simulate the scattering of X-rays at the simulated cluster
structures, because this would permit a one-to-one com-
parison with the quantities that are actually measured in
the experiments. Although this is no fundamental prob-
lem [59], so far, the surface sizes of the performed simula-
tions are not big enough to generate data with sufficiently
small statistical errors. In particular, the interference
effects that dominate during the early stages of cluster
growth (see Sec. III B) cannot be resolved. Yet, even with
the existing data, there is another potential application in
the field of computational evaluations of GISAXS experi-
ments. As has been described in Sec. III B, the real-space
data of cluster structures is often obtained by adjusting
the properties of simple geometrical objects so that the
scattered intensity of the model system fits the measured
intensity obtained in the GISAXS measurement. Possi-
bly, one could achieve better fit results by performing the
evaluations with more realistic cluster shapes instead of,
e. g., hemispheres, cylinders or cubes. For instance, the
software BornAgain [61], which is currently being devel-
oped, facilitates this, because it includes the functionality
to perform the evaluation of GISAXS data with custom
cluster shapes. The required input, which could be pro-
vided by simulation results, is the Fourier transform

F (q) =

∫
S

exp(−iqr) d3r (9)

of each cluster shape S that shall be included. The in-
verse length q corresponds to the scattering wave vector.
For practical calculations of F , S can be approximated by
a set of cuboids. For example we show the scattering fea-
tures of a single cluster with an irregular shape in Fig. 8,
where the scattering cross section has been calculated in
simple Born approximation [59], according to

dσ

dΩ
(q) = F (q)F ∗(q) . (10)
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