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Abstract

We study thermodynamic properties and the electrical conductivity of dense
hydrogen and deuterium using three methods: classical reactive Monte Carlo,
direct path integral Monte Carlo (PIMC) and a quantum dynamics method in
the Wigner representation of quantum mechanics. We report the calculation
of the deuterium compression quasi-isentrope in good agreement with
experiments. We also solve the Wigner—Liouville equation of dense degenerate
hydrogen calculating the initial equilibrium state by the PIMC method. The
obtained particle trajectories determine the momentum—momentum correlation
functions and the electrical conductivity and are compared with available
theories and simulations.

PACS numbers: 52.65.Pp, 52.25.Kn, 52.25.Fi

1. Introduction

During the last decades significant efforts have been made to investigate the thermophysical
properties of dense hydrogen and deuterium [1-5]. The importance of this activity is mainly
connected with the creation of new experimental facilities. Powerful current generators [2]
and ultrashort lasers [3] are used to produce very high pressures which cannot be reached in
traditional explosive devices and light-gas guns. Such experiments give valuable information
about various properties of strongly coupled plasmas. This allows one to obtain a wide-range
equation of state, e.g. [6—8], and to verify various theoretical approaches [9, 11] and numerical
methods [12, 13].

As a result of the development of modern supercomputers molecular simulation such
as classical molecular dynamics (MD) and Monte Carlo (MC) became a traditional way of
calculating thermodynamic and transport properties of non-ideal plasma, e.g. [14-16]. The
main difficulty, however, remains the treatment of bound states in a dense plasma environment.
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As this is a quantum-mechanical or quantum-statistical problem more complex simulation
approaches are required such as density functional theory (DFT) or path integral MC (PIMC).
In these ‘ab initio’ methods however, one needs to employ some criterion to identify a bound
state [17, 18]. This is the reason why classical methods with a quantum-mechanical treatment
of bound states are frequently used together with first-principle ones.

The dynamical electrical conductivity is of fundamental importance for the plasma
behavior in a high-frequency electromagnetic field, in particular for the interaction of charged
particles with intense radiation and for inertial thermonuclear fusion. There are many
theoretical models of dynamic conductivity which can be derived from a kinetic theory [9—11].
Molecular simulations of fully ionized classical plasma are widely used for the calculation
of electrical conductivity with the help of the Kubo formula [11], but our main interest is to
improve these results by taking into account bound states and quantum exchange-correlation
effects. This can be done by means of DFT theory, but it treats exchange-correlation effects
approximately and cannot be applied at high temperatures. PIMC, on the other hand, is free
from these drawbacks and therefore can be used for the construction of a generalized molecular
dynamics method for the calculation of electrical conductivity.

2. Simulation methods

Here we describe the computational methods which have been used for the calculation of
thermodynamic properties and electrical conductivity of dense hydrogen and deuterium.

2.1. Thermodynamic properties

Thermodynamics is calculated by two approaches: the reaction MC (REMC) method
[19, 20] and the PIMC approach [14, 22]. The main attention is paid to the region of
the hypothetical plasma phase transition (PPT). We also perform a comparison with recent
experimental results on the quasi-isentropic compression of deuterium [37].

A complete description of the REMC method can be found in [19, 20]. Here we consider
only molecular hydrogen dissociation and recombination: H, < 2H. Ionization can be
neglected at temperatures lower than the hydrogen ground-state energy (x13.6 eV) and
at moderate densities; at significant ionization degrees PIMC is used. The effective pair
potentials between different particle species are approximated by the Buckingham-EXP6
potentials, corrected at small distances [7]. Our REMC simulations have been performed
in the canonical ensemble for hydrogen and deuterium. We use three types of MC moves:
particle displacement, molecular dissociation into atoms and recombination to a molecule. The
expressions for probabilities of the two last moves are given by the internal partition functions
of atoms and molecules Zi{“, ij/}‘. All electrons (in atoms and molecules) are assumed to be
in the ground state. Further, Zi{“ contains only translational degrees of freedom, Z}{,}‘ contains,
in addition, rotational and vibrational degrees of freedom. For the latter we numerically solve
the Schrédinger equation in a central-symmetric field, as described in [21], which yields the
energy levels E,;.

The PIMC method allows for first-principle simulations of dense plasmas at arbitrary
coupling and up to moderate degeneracy parameters, for details on our method, see [14, 22]. It
has been used for calculation of thermodynamic properties of hydrogen and hydrogen—helium
plasmas and electron—hole plasma in semiconductors [18, 27-29]. Details about simulation
by both REMC and PIMC methods will be given in section 3.1.
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2.2. Electrical conductivity

To calculate the electrical conductivity we use quantum dynamics (QMD) in the Wigner
representation of quantum mechanics. The Wigner—Liouville equation is solved by a
combination of MD and MC methods. The initial conditions are obtained using PIMC which
yields thermodynamic quantities such as the internal energy, pressure and pair distribution
functions in a wide range of density and temperature. To study the influence of the Coulomb
interaction on the dynamic properties of dense plasmas we apply the quantum dynamics in
the canonical ensemble at finite temperature and compute temporal momentum—momentum
correlation functions and their frequency-domain Fourier transforms.

Below we briefly describe our QMD simulations of the conductivity. Our starting point
is the canonical ensemble-averaged time correlation function [11]

Cra(t) = (FO)A()) = Z 7" TefFr &/ j 711/, (1)

where F and A are operators of arbitrary observables and A is the Hamiltonian of the system
which is the sum of the kinetic K and the potential U/ energy operators and the complex time
ist. =t —1ihB/2,and B = 1/kpT. Z = Tr{e”gﬁ} is the partition function. The Wigner
representation of (1) in a v-dimensional space is

Cralt) = @)™ x / / dir dpa F () AGu) W (s 1 13 ihB),

where u; = (pi,qi), @ = 1,2), and p and g comprise the momenta and coordinates,
respectively, of all particles. A(u) and F(u) denote the Weyl’s symbols of the operators
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and W (u1; uo; t; ihB) is the spectral density expressed as
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where W (po, Go; Po, do; ihB) is the initial condition of equation (2), which can be presented
in the form of a finite difference approximation of the Feynman path integral [24, 25]. The
expression for W has to be generalized to account for spin effects giving rise to an additional
spin part of the initial density matrix, e.g. [22]. Also, to improve the simulation accuracy the
pair interactions Uy, are replaced by an effective quantum potential U ;f, such as the Kelbg
potential [26]. For details we refer to [14, 22], for recent applications of the PIMC approach
to correlated Coulomb systems, cf [27-29].
The solution of the integral equation (2) can be represented by an iteration series

W=W+KW =W+K W'+...,
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where W’ and W™ are the initial quantum spectral densities evolving classically during time
intervals [0, 7] and [0, 7], respectively, whereas K [*' are operators that govern the propagation
from time t; to 741, see e.g. [30]. Thus the time correlation function becomes

Cra(t) = ($IW') = (IW') + (| KL W™ )+,

where ¢ (u1; ) = F(u1)A(uz) and the parentheses (- -- |- --) denote integration over the
phase space {u1; o). To compute the electrical conductivity we calculate the momentum—
momentum time correlation function C,, () and then apply the Kubo formula which contains
the Fourier transform of C,(?).

The iteration series for Cp4 (¢) can efficiently be computed using MC methods. We have
developed a MC scheme which provides a domain sampling of the terms giving the main
contribution to the iteration series, cf [24, 25]. For simplicity, in this work, we take into
account only the first term of iteration series, which is related to the propagation of the
initial quantum distribution W according to the Hamiltonian equations of motion. This term,
however, is not a classical solution of equation (2) but accounts for quantum effects [31] and,
in fact, contains arbitrarily high powers of the Planck’s constant.

3. Numerical results

3.1. Deuterium compression isentrope

To calculate an isentrope one has to determine the entropy which is defined by S =
—[0F(T,V,N)/0T]y, where F = Ziz:l N;u; — PV is the free energy of a two-component
system of atoms and molecules. The chemical potentials i; of each component are obtained
with the test particle method [32]: i = ¥ + ", where ' is the ideal gas chemical potential:
W' = kgTIn(A3N/V) and A is the de Broglie wavelength of a particle. The residual
chemical potential u” can be evaluated as [33]

u" = —kgT In[L,exp(—AU/kgT)].

Here AU denotes the change of configurational energy produced by the insertion of one
additional particle and L, is the ratio of allowed (nonoverlapped) insertion intervals along
trajectories which traverse (parallel to any of the axes) the simulation box from side-to-side
to the length of the box [33]. The test particle is then inserted randomly into some point in
the allowed intervals and the change in configurational energy AU is evaluated. The main
advantage of this approach is the possibility of calculation of chemical potentials at high
densities, where the usual test particle method tends to fail. The chemical potentials are
calculated separately for atoms and molecules.

The isentrope can also be calculated by using the Zel’dovich’s method [34, 35]. From the
first law of thermodynamics the characteristic equation for the temperature along the isentrope
can be derived,

dTr T

dv. = (DE/3P)y’
We integrate this equation with the initial condition corresponding to an experimental point
at low pressure taking the temperature at this point to be close to that from the Widom’s
test particle method. The coefficient (0E /9 P)y is obtained from the interpolation functions
E(T,V) and P(T, V), which are constructed from the REMC calculation on the grid of
isotherms and isochores covering the experimental isentrope. Calculations were performed
in a cubic simulation box with periodic boundary conditions, and with a cutoff radius equal
to half of the box length. The initial particle configuration was an fcc lattice for every input
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Figure 1. Deuterium quasi-isentropic compression. Experiment: 1—[37]. This work: 2—
Widom’s test particle method, 3—Zel’dovich’s method. The vertical line shows the density at
which a sharp electrical conductivity rise is observed in the experiment of [1, 40].

density p = Numyu/V + Ny,mp,/V with Ny = Ny, = 250. The system was equilibrated
for 2 x 107 steps, and an additional 107 steps were used for the calculation of thermodynamic
values. Averaging of 20 blocks was used to calculate the statistical error, which did not exceed
2% for pressure and energy.

In the PIMC method we used 50 protons (deuterons) and 50 electrons in a cubic cell with
periodic boundary conditions and 20, . . ., 40 multipliers in the path integral representation of
the density matrix. The number of configurations in the simulations was chosen such that the
statistical error did not exceed 5%.

The results for three shock Hugoniots of gaseous deuterium with three different initial
densities (pg = 0.1335 g cm3, Py = 1.57 GPa; py = 0.153 g cm™3, Py = 2.03 GPa;
po = 0.171 g cm™3, Py = 2.72 GPa) obtained by REMC and PIMC methods can be found
elsewhere [36]. Here we present our recent simulations of deuterium quasi-isentrope of
compression. A dramatic increase of conductivity of deuterium by 4-5 orders of magnitude
[1] at pressures ~1 Mbar and densities about 1 g cm~ indicates that one might also expect
peculiarities in the thermodynamic properties. Indeed, there are experimental results on
quasi-isentropic compression of deuterium in a cylindrical explosive chamber which show a
30% density jump at a pressure of about 1.4 Mbar [37]. Using Zel’dovich’s and Widom’s
test particle methods we calculated the compression isentrope of deuterium. The results are
shown in figure 1 and compared to experimental data [37]. The excellent agreement between
two isentrope reconstruction methods and the experiment proves that no special assumptions
about a phase transition are needed to explain such a remarkable behavior of the experimental
points, apparently dissociation effects mostly contribute to this phenomenon.

A comparison of our results with other theoretical and computational methods is shown
in the phase diagram, figure 2. The temperature and density jump along the isentrope is close
to the predicted boundary of the deuterium phase transition from the molecular to the atomic
phase [12, 38, 39]. The rectangle shows the region of slow convergence of the simulations
to the equilibrium state which might be an indication of a thermodynamic instability. Our
preliminary analysis shows that this state can be stable (up to ~2 x 10° Monte Carlo steps are
required), but to investigate the possibility of phase separation at these conditions one needs
to apply special MC methods which work in the grand canonical or Gibbs ensembles.



J. Phys. A: Math. Theor. 42 (2009) 214002 V S Filinov et al

10*
X
~
10°
) L P, GPa |
4x10 e
10

Figure 2. Deuterium phase diagram. Melting curve: 1—experiment [42]; 2—extrapolation of
experiment [42]. Theoretical phase diagram: 3—[43]; 4—[41]. Boundary of the possible phase
transition: 5—[38]. Atomic fluid: 6—[12, 39]. Molecular liquid: 7—([12, 39]. This work:
8—isentrope; the black rectangle shows the region of slow convergence to the equilibrium state.
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Figure 3. Typical MMCEF in the canonical ensemble for different densities and three temperatures:
T =200000 K (left, ' = 0.3, x =0.06 at ry =5), T = 100000 K (center, I' = 1.0, x = 0.8 at
rs =3)and T = 50000 K (right, ' = 1.3, x = 0.5 at ry = 5). Time is given in atomic units.

3.2. Quantum momentum—momentum correlation functions

We now compute the dynamical conductivity of a strongly coupled hydrogen plasma. The
simulation results were practically insensitive to the variation of the whole particle number in
the MC box from 30 up to 60 and also to the number »n of high-temperature density matrices
in the path integral representation of the initial state (we used n = 20-40). Estimates of the
average statistical error gave a value of the order 5-7%. According to the Kubo formula [11]
our calculations include two stages: (i) generation of the initial conditions (configuration of
protons and electrons) in the canonical ensemble with the probability being proportional to the
quantum density matrix and (ii) generation of the dynamic trajectories in phase space, starting
from these initial configurations.

First we discuss the momentum-momentum autocorrelation functions (MMCEF) which are
shown in figure 3 for various temperatures and densities. The plasma density is characterized
by the Brueckner parameter r; = d/apg—the ratio of the mean interparticle distance d to the
Bohr radius where d 3 = 4w (n, +n »)/3 and n, and n, are the electron and proton densities.
To estimate interaction and quantum effects we use the coupling parameter I' = ¢?/(r;apkpT)
and the degeneracy parameter x = n,A2 with A, being the electron thermal wavelength. The
monotonic decay of the MMCEF at low density transforms into aperiodic oscillations at high
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Figure 4. Real part of the Fourier transform of the MMCEF (line 1) for densities related to three
temperatures: 7 = 200000 K (left column, I' = 0.2, x = 0.007), T = 100000 K (central
column, I' = 0.3, x = 0.02) and T = 50000 K (right column, I' = 0.6, x = 0.06) and to
rs = 30 (top row) and ry = 10 (bottom row). I' and x values correspond to ry = 10. Points 2
and 3 present analytical results obtained according to [23, 45] respectively. Frequency and scaled
dynamic conductivity is given in units of plasma frequency.

densities. The tails of the MMCF clearly show collective plasma oscillations. The decay
time of the initial MMCEF is strongly affected by variations of density and temperature. At a
constant density the decay time is, at least, two times smaller for 7 = 200 000 K compared
to T = 50000 K. As it follows from figure 3, at constant 7 the decay time increases with the
rise of density. The physical reason is the tendency toward ordering of the charges.

3.3. Electrical conductivity

Figure 4 presents the real part of the diagonal elements of the electrical conductivity tensor
versus frequency, o (w), computed from the real part of the Fourier transform of the MMCF
which characterizes the Ohmic absorption of electromagnetic energy. Collective plasma
oscillations give the main contribution in the region of w/w, ~ 1, where wi = 4mn.e?/m,
is the electronic plasma frequency. Reliable numerical data in this region require very long
dynamic trajectories. Their initial parts are presented in figure 3. The high-frequency tails
of o (w) coincide with analytical Drude-like expressions for fully ionized hydrogen plasma
obtained in [23, 44]. At low o analytical estimations diverge which is the reason of the
discrepancy with our numerical results. With increasing plasma density non-monotonic
behavior of o(w) in the region of several plasma frequencies is observed which can be
an indication of the transparency window (low-absorption coefficient) of the strongly coupled
hydrogen plasma.

The agreement with Drude-like formulae for a weakly coupled plasma is due to the
fact that the main contribution to the high-frequency region comes from the fast trajectories
with high (virtual) energy. This means that interaction of electrons with each other and
protons only weakly disturbs the high-frequency tail of o (w) with respect to an ideal plasma.
Now let us consider the conductivity at very low plasma density. Figure 5 presents the
MMCEF and o (w) for ry; = 43.2 and temperatures from 7 = 50000 K up to T = 10000 K.
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Figure 5. Typical MMCEF in the canonical ensemble for r; = 43.2 and four temperatures: 7 =
50000 K, 7 = 20000 K, T = 15000 K and 7 = 10000 K (I' = 0.7, x = 0.008), time is
presented in atomic units (left figure). Real part of the Fourier transform of MMCEF (line 1) for
density related to ry = 43.2 and temperatures 7 = 10000 K (central figure) and 7" = 20000 K
(right figure). Data points 2—5 present analytical results obtained according to [23, 44—46]
respectively. The arrow corresponds to the condition Ry = hw.

At T < 50000 K the plasma consists mainly of atoms. As a consequence the initial fast
decay of the MMCF is modulated by high-frequency oscillations related to the ionization of
atoms and motion of electrons inside the atoms. So the high-frequency tail of o (w) has a new
maximum associated with the condition Ry = hw. As it follows from figure 5 the position of
this peak strongly depends on temperature and is shifted to lower frequency when temperature
decreases. The probable physical reason is the ionization of hydrogen atoms which begins at
lower frequencies at 7 = 10 000 K because of the lowering of ionization potential. Analytical
estimations for fully ionized plasma which are also presented in figure 5 give essentially larger
values of o (w).

It can be seen from figures 4 and 5 that it is difficult to estimate the static electrical
conductivity of a dense plasma because of strong oscillations of o (w) at low frequencies.
To improve the accuracy it would be necessary to simulate much longer trajectories which
requires significant computational efforts. We plan to perform such calculations and make a
comparison with available experimental and theoretical data in the future.

4. Conclusion

We have used three approaches for the investigation of thermodynamic properties and electrical
conductivity of dense hydrogen and deuterium plasma. Using two different methods of
isentrope reconstruction from simulation results we obtained very good agreement with
experimental data on quasi-isentropic compression of deuterium. We also applied the
quantum dynamics approach to hydrogen plasma in a wide region of density and temperature.
Calculating the MMCF we determined the dynamic electrical conductivity and compared
the results with available theories. Our results show a strong dependence on the plasma
coupling parameter. For low density and high temperature the numerical results agree well
with the Drude approximation, while at higher values of the coupling parameter we observe
a strong deviation of the frequency-dependent conductivity and permittivity from low-density
and high-temperature approximations.
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