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I.A.Scattering and dephasing
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Flexural phonons in graphene:
• Long wavelength out-of-plane distortions 

from the elasticity theory (Mariani and von 
Oppen, 2008) 

• Main mechanism limiting the resistivity in 
suspended graphene at small 
temperatures (Castro et al., 2010) 

• Balance between linear and quadratic 
coupling can be influenced by the 
electrostatic gating (Gunst et al., 2017)

Quadratic coupling of carriers in QD 
to acoustic phonons:

• Linear coupling generates satellites, but 
causes no Lorentzian broadening 

• Polarization decay and exponential 
dephasing  

• Cumulant expansion (Muljarov and 
Zimmermann, 2004)

Large 2nd-order corrections in 
carbon materials—ab initio 
approach:

• Electron-phonon renormalization of the 
band gap in diamond (Giustino, Louie, and 
Cohen, 2010)  

• Effect of the Quantum Zero-Point Atomic 
Motion on the Electronic Properties of 
Diamond and trans-Polyacetylene 
(Cannuccia and Marini, 2011)

Nonlinear Holstein model:
• Quantum Monte Carlo approach (Li, 

Nowadnick, and Johnston, 2015) 
• Momentum average approximation 

(Adolphs and Berciu; 2013)

Diagrammatic approach:
• Marini, Poncé, and Gonze, 2015  
• Giustino, 2017 

I.A.Scattering and dephasing
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Y. Pavlyukh, Padé resummation of many-body 
perturbation theories, Sci.Rep. 7, 41598 (2017)
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I.B.Satellites
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=- 1. The Langreth solution (1970): nth order satellite results from 
the emission of n bosons—real or quasiparticle

2. Forget MBPT, think of scattering processes!
3. Sensitive to doping, can hybridise, is observable spectro-

scopically 
4. Can we influence the strength and the position of satellites 

by external driving? 

Y. P., G. Stefanucci & R. van Leeuwen, in preparation
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1. Langreth solution: nth order satellite results from the 
emission of n bosons—real or quasiparticle

2. Forget MBPT, think of scattering processes!
3. Sensitive to doping, can hybridise, observable spectro-

scopically 
4. Can we influence the strength and the position of satellites 

by external driving? 

J.M. Riley, et al., Spin-polarised electron gas in 
ferromagnetic EuO, Nature Commun. 9:2305 (2018)

positions, are separated by a constant value of
ΔE ! ð56 ± 3 ÞmeV. This agrees well with the longitudinal
optical phonon mode frequency measured from EuO single
crystals24 as well as with the optical phonon branch obtained
from our ab initio calculations (Supplementary Fig. 2). We thus
attribute these observed spectral features in very lightly
doped EuO as polaronic satellites arising from a strong
electron−phonon coupling.

To confirm that this is an intrinsic property of the spectral
function, we perform many-body ab initio calculations within the
cumulant expansion method25,26, thereby including the effects of
electron−phonon coupling from first principles (see Methods).
Apart from a small overall energetic shift, our calculations,
performed for the same carrier doping as in our experiments, yield
a spectral function in excellent agreement with the one measured
by ARPES (Fig. 2c, d), including the spacing and approximate
spectral weights of the replica features. Indeed, this level of
agreement is remarkable given that the calculations are performed
fully ab initio and there are no tuning parameters employed.
They reveal a pronounced quasiparticle mass renormalisation, m*/
m0 = 2.1, where m0 is the bare band mass, pointing to a strong
electron−phonon coupling, and supporting that dilutely doped
EuO is in the polaronic limit. We note that similar spectral
features and electron−phonon coupling strengths have been
observed recently in other lightly doped oxides including TiO2, Sr2
−xLaxTiO4 , as well as ZnO- and SrTiO3 -based two-dimensional
electron gases4 –6,8 ,27–29 . Their observation here, within the
markedly different system of the bulk-doped three-dimensional
and spin-polarised electron pocket of EuO, suggests that polaron
formation is likely universal to lightly doped polar oxides.

Doping-dependent spectral function. We show in Fig. 3 how the
spectral function evolves with increasing carrier doping. By
increasing the density of the Gd3+ dopants, the band filling can
be controllably increased, as evidenced by the increased quasi-
particle bandwidth as well as the larger Fermi surface volume,
shown inset in Fig. 3 a–d. With even a small increase in carrier
density, however, the pronounced multi-peak satellite structure
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Fig. 2 Spectroscopic observation of lattice polarons in dilutely doped EuO. a
Measured and b calculated occupied part of the single-particle spectral
function of dilutely doped Eu1−xGdxO (x= 0.023, n = 9.3×1017 cm−3, see
Methods). Replica satellite bands below the main quasiparticle band that
crosses the Fermi level are evident. c These are visible up to third order in
an EDC taken at k= kX, visible as distinct peaks (green shading) separated
from the main quasiparticle peak (orange shading) by integer multiples of
the LO phonon energy. d Similar features are evident in our ab initio many-
body calculations which explicitly treat electron−phonon coupling from
first principles
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Fig. 3 Doping-dependent plasmonic polarons. a–d Evolution of the measured spectral function of Eu1−xGdxO with increasing charge carrier doping, showing
not only a strong increase in band filling of the quasiparticle band, but also a substantial evolution of the satellite peak structure. The insets show Fermi
surface contours (hν= 137 eV), indicating the increasing doping. While replica bands can still be observed to high doping, as clearly evident as peak-dip-
hump structures in measured EDCs (e), these show a strong broadening and blue-shift relative to the quasiparticle peak with increasing doping. f–i Our ab
initio calculations reproduce this general trend when both electron−phonon and electron−plasmon interactions are considered, identifying the hump
feature in the higher-density samples as arising from plasmonic polarons
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Observation of Plasmarons in
Quasi-Freestanding Doped Graphene
Aaron Bostwick,1 Florian Speck,2 Thomas Seyller,2 Karsten Horn,3 Marco Polini,4 *
Reza Asgari,5 * Allan H. MacDonald,6 Eli Rotenberg1 †
A hallmark of graphene is its unusual conical band structure that leads to a zero-energy band
gap at a single Dirac crossing point. By measuring the spectral function of charge carriers in
quasi-freestanding graphene with angle-resolved photoemission spectroscopy, we showed that at
finite doping, this well-known linear Dirac spectrum does not provide a full description of the
charge-carrying excitations. We observed composite “plasmaron” particles, which are bound
states of charge carriers with plasmons, the density oscillations of the graphene electron gas.
The Dirac crossing point is resolved into three crossings: the first between pure charge bands, the
second between pure plasmaron bands, and the third a ring-shaped crossing between charge
and plasmaron bands.

Electrons in metals and semiconductors
undergo many complex interactions, and
most theoretical treatments make use of the

quasiparticle approximation, in which independent
electrons are replaced by electron- and hole-like
quasiparticles interacting through a dynamically
screened Coulomb force. The details of the screen-
ing are determined by the valence band structure,
but the band energies are modified by the screened

interactions. A complex self-energy function de-
scribes the energy and lifetime renormalization of
the band structure resulting from this interplay.

Bohm and Pines (1) accounted for the short-
range interactions between quasiparticles through
the creation of a polarization cloud formed of vir-
tual electron-hole pairs around each charge carrier,
screening each from its neighbors. The long-range
interactionsmanifest themselves through plasmons,

which are collective charge density oscillations of
the electron gas that can propagate through the me-
diumwith their own band-dispersion relation. These
plasmons can in turn interact with the charges,
leading to strong self-energy effects. Lundqvist
predicted the presence of new composite particles
called plasmarons, formed by the coupling of the
elementary charges with plasmons (2). Their dis-
tinct energy bands should be observable with the
use of angle-resolved photoemission spectroscopy
(ARPES), but so far have been observed only by
optical (3, 4) and tunneling spectroscopies (5),
which probe the altered density of states.

1Advanced Light Source (ALS), E. O. Lawrence Berkeley
Laboratory, MS6-2100, Berkeley, CA 94720, USA. 2Lehrstuhl
für Technische Physik, Universität Erlangen-Nürnberg, Erwin-
Rommel-Strasse 1, 91058 Erlangen, Germany. 3Department of
Molecular Physics, Fritz-Haber-Institut derMax-Planck-Gesellschaft,
Faradayweg 4-6, 14195 Berlin, Germany. 4National Enterprise
for nanoScience and nanoTechnoloy, Istituto Nanoscienze–
Consiglio Nazionale della Ricerche and Scuola Normale Super-
iore, I-56126 Pisa, Italy. 5School of Physics, Institute for Research
in Fundamental Sciences, Tehran 19395-5531, Iran. 6Depart-
ment of Physics, University of Texas at Austin, 1 University Sta-
tion C1600, Austin, TX 78712,USA.

*These authors contributed equally to this work.
†To whom correspondence should be addressed. E-mail:
erotenberg@lbl.gov
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Fig. 1. (A) The Dirac energy spectrum of graphene in a non-interacting,
single-particle picture. (B and C) Experimental spectral functions of doped
graphene perpendicular and parallel to the GK direction of the graphene
Brillouin zone. The dashed lines are guides to the dispersion of the observed
hole and plasmaron bands. The red lines are at k = 0 (the K point of the

graphene Brillouin zone). (D to G) Constant-energy cuts of the spectral
function at different binding energies. (H) Schematic Dirac spectrum in the
presence of interactions, showing a reconstructed Dirac crossing. The samples
used for (B) to (G) were doped to n = 1.7 × 1013 cm−2. The scale bar in (C)
defines the momentum length scale in (B) to (G).
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A. Bostwick et al., Observation of Plasmarons 
in Quasi-Freestanding Doped Graphene, 
Science 328, 999 (2010) 
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I.C. Transient superconductivity
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1. Pumping the IR-active phonon modes
2. Solution by a canonical transformation
3. Effective hopping and Hubbard U depend on nB—number of 

bosons in the system
4. Can we influence the strength and the position of satellites 

by external driving? 

D. M. Kennes, E. Y. Wilner, D. R. Reichman, 
and A. J. Millis, Nature Phys. 13, 479 (2017) 

ARTICLES NATURE PHYSICS DOI: 10.1038/NPHYS4024

The magnitude of the induced interaction is proportional to the
phonon frequency, demonstrating the essentially quantum aspect
of the e�ect. The magnitude of the induced interaction is also
proportional to the number of excited phonon quanta, which can
be controlled by the pump fluence. Thus, this simple mechanism
o�ers a direct, robust and generic means to controllably change the
magnitude and even the sign of the electron–electron interaction
by phonon excitation.

To analyse this e�ect mathematically we note that the quadratic
electron–phonon coupling of equation (1) gives rise to an electron-
density-dependent change of oscillator sti�ness without a corre-
sponding change of mass, in other words to a density-dependent
squeezing15 of the oscillator states, in contrast to the usual lin-
ear (Holstein or Fröhlich) electron–phonon coupling which leads
to an electron-density-dependent shift of the oscillator equilib-
rium position. Just as the linear coupling can be treated with a
Lang–Firsov canonical transformation16 that shifts the phonon co-
ordinate, the quadratic coupling can be treated with a squeezing
transformation eŜ =e(i/2)

P
j ⇣j(x̂j p̂j+p̂j x̂j) that rescales oscillator position

x̂j ! eŜx̂je�Ŝ = e⇣j x̂j and momentum p̂j ! e�⇣j p̂j and transforms
the Hamiltonian as H ! H̃ ⌘ eŜHe�Ŝ. The squeezing parameter is
⇣j =�(1/4) ln

⇥
1+2g

�
n̂j" + n̂j#

�⇤
.

The details of the transformation are given in the Supplemen-
tary Information. The transformation of the phonon and electron–
electron interaction terms is straightforward. As in the Lang–Firsov
case, the transformation of the hopping Jij generates expressions in-
volving inelastic (phonon pair creation/annihilation) processes. The
nonlinear dependence of Ŝ on the phonon operators means that the
standard ‘disentangling’17 formulae that simplify the Lang–Firsov
case do not apply, while the nonlinear dependence of Ŝ on electron
density means that the transformed hopping depends on the occu-
pancies of the states between which the electron hops. However, the
physically relevant situation involves small values of the dimension-
less coupling g , with interesting behaviour occurringwhen the prod-
uct of g and the number of excited phonons nB is large enough. In
this situation we find by comparison to the exactly solvable two-site
version of themodel (see Supplementary Information) that inelastic
e�ects lead primarily to a rapid decoherence of the initially prepared
phonon state, so that on experimentally relevant timescales onemay
consider the phonons to be characterized by a density matrix which
is diagonal in the site occupation number, with Poisson-distributed
eigenvalues initially determined by the pump fluence and decay-
ing slowly back to the equilibrium, while the electronic physics
is described by a renormalized hopping J ?

ij = Jij e�g2(n2B+2nB+1)/8 so
the e�ective Hamiltonian becomes (�† creates an eigenstate of the
squeezed phonon Hamiltonian)

H̃ !He�=�
X

hi,ji�

J ?

ij c
†
i� cj� +!0

X

i

✓
�†
i �i +

1
2

◆
+

X

i

U ?ni"ni#

+
g!0

2

✓
1�

g
2

◆X

i�

�
2�†

i �i +1
�
ni� (3)

with e�ective interaction U ? given by equation (2).
Some aspects of the remarkably rich physics of equation (3) are

summarized in the phase diagram shown in Fig. 1, sketched for
simplicity for the case of the half-filled but non-nested band. He�
is of course only an approximate description of a non-equilibrium
situation. Phonon-assisted hopping will eventually equilibrate
the electrons, and the ‘phases’ shown indicate the qualitative
characteristics expected of the intermediate time behaviour, as seen
explicitly in our discussion of superconductivity below. The on-
site phonon number operator �†

i �i is a constant of the motion,
so that in the absence of inelastic e�ects and phonon–phonon
coupling (not included in equation (3)) the phonon distribution
is fixed by the pump field. For all but the last term in He� we

CDW

AI

SC

U

0

F ∼ nB

MI

M

Figure 1 | Schematic phase diagram of e�ective model, equation (3), in the
plane of bare interaction U and pump fluence F (equivalently, mean boson
occupancy nB), assuming a half-filled band. Expected phases include a
Mott Insulator (MI) phase occurring at large U and small fluence, metallic
(M) and superconducting (SC) phases occurring at small to intermediate U
and small to intermediate fluence, and Anderson/charge density wave
insulator phases (AI/CDW) occurring at larger fluence.

may replace the phonon number operator by its average over the
phonon distribution function. The last term expresses the physics
that di�erent phonon occupancies on di�erent sites give rise to
fluctuations of root mean square magnitude g

p
nB in the on-site

potential energy of the electrons—that is, to an e�ective disorder.
For simplicity we sketch the phase diagram for a half-filled non-

nested band. The pump pulse determines the initial phonon density
matrix and thus themean value of the boson occupancy. If the pump
fluence is zero (only thermally excited phonons, occupation number
nB negligibly small at temperatures of order room temperature or
less), then at largeU a Mott insulating phase occurs; asU decreases
the Mott insulator gives way to a metal, and then at negative bare
U to a superconductor. As the fluence increases the e�ective inter-
action U ? decreases and the e�ective disorder also increases. The
positive U Mott insulating phase will cross over to an Anderson
(disorder-dominated) insulator or a metal (depending on the bare
value ofU ) and,when theU ? becomes negative enough, thematerial
becomes a charge density wave (interaction dominated) insulator.
Of course it is important to emphasize again that the e�ectivemodel
is an approximate representation of a dynamical physical situation:
the phase represented here by the Anderson/charge density wave
insulator is actually a slowly fluctuating polaronically trapped state.
Similarly if the initial interaction is not too negative (equilibrium
metal), phonon excitation produces a superconductor, while if the
initial interaction is attractive (equilibrium superconductor), then
the strength of the superconductivity is increased. Here it is impor-
tant to note that s-wave superconductivity is robust tomoderate dis-
order (Anderson theorem); only when the disorder becomes strong
enough to localize the electrons will the superconducting state give
way to an Anderson/charge density wave phase. While induced
superconductivity is a focus of current experimental attention, the
evolution of an initially Mott insulating regime will be of interest in
the context of optically pumped Mott insulators.

We now present physical consequences, focusing on the super-
conducting regime potentially relevant to recent reports of transient
superconductivity in phonon-pumped K3C60. We note that while
the simplified model introduced here omits many of the specifics of
K3C60, including the three-fold orbital degeneracy of the electronic
states and the multiplicity of on-ball phonons, the basic physics of
electrons subject to a phonon-mediated attractive interaction and a
repulsion of electronic origin (non-negligible but in the end weaker
than the phonon attraction) is agreed to describe the fullerides18. In
mapping this material onto our simplified model we use a one-band
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FIG. 4. Electronic excitations. (a) Single-particle spectrum for
g2 = −0.05 and F = 0.00. The gray-shaded area shows the occupied
part of the spectrum as given by Eq. (5) without the term in
the bottom line. (b)–(d) The same for F = 0.10, F = 0.20, and
F = 0.30, respectively.

in Fig. 4 the occupied part of the electronic spectrum [Eq. (5)
without the term in the bottom line] that would be measured
by time-resolved photoemission spectroscopy. In equilibrium
the occupied part follows a Fermi-Dirac distribution at zero
temperature [Fig. 4(a)], as the system is in the ground state. For
weak driving, some excitations are created [Fig. 4(b)], which
become continuously stronger [Fig. 4(c)]. Eventually, for the
strongest driving field considered here the antibonding state
is strongly occupied [Fig. 4(d)], indicating a highly excited
electronic state. However, we point out that the occupied
electronic spectral intensity in the antibonding coherence peak,
that would correspond to the conduction band in a solid, grows

as a higher power than F 2 at weak fields, which should be
compared to the F 2 scaling of the light-enhanced λ. Therefore,
the present model with nonlinear electron-phonon coupling
and thus relatively weak electronic excitations is perhaps the
most promising candidate to achieve minimal heating together
with maximally enhanced attraction.

IV. CONCLUSION

In conclusion, we have shown that light-enhanced electron-
phonon coupling can be understood as an effect arising
from nonlinear electron-phonon dynamics. We propose that
nonlinear electron-phonon coupling should be tested as a pos-
sible mechanism to understand transient emergent properties,
such as light-induced superconductivity [8–10], or enhanced
electron-phonon coupling seen in THz transport [11]. In
particular, the predicted linear scaling of the light-enhanced
λ with the laser field intensity should be checked. Obviously,
for this induced linear electron-phonon coupling to become
relevant, one requires (i) a material with a relatively strong
nonlinearity in the electron-phonon interaction for an infrared-
active mode, and (ii) high-intensity mid-IR laser pulses to
achieve resonant phonon driving with large displacements [1].
In addition to understanding light-induced superconductivity
and guiding efforts to achieve this systematically in new
classes of materials, it would also be intriguing to observe
other signatures of light-enhanced coupling to the lattice,
such as polaronic spectral features in photoemission or
optical spectroscopies. Theoretically, searches for materials
with strong nonlinearities are in order, as well as studies
of the nonequilibrium dynamics in lattice models with such
nonlinearities.
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II.A. Functional approach—
generalization of Hedin’s equations 
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• Bosons: photons, phonons, plasmons, etc. 

• Specific features of the electron-boson (e-b) coupled systems 
• No Wick’s theorem for bosons 
• 2nd-order equation-of-motion for bosonic Green’s function 
• For certain scenarios higher-order diagrammatic theories 

can be constructed 
• No universal “electron-boson” interaction, specific form 

needs to be derived for each case of interest  

• Method of functional derivatives 
• Allows to generate many-body perturbation theories even 

in absence of the Wick’s theorem 
• Quick way to derive functional relations between the 

dressed correlators 
• Hedin’s equations are derived in this way

2 Generalization of the Hedin’s equations 2.1 Hamiltonian and propagators 9/21

Electrons vs. bosons

Electrons
n

ŷ† (x) , ŷ (y)
o
= d (x�y),

⌦
ŷ (x) ŷ (x)

↵
= 0

Bosons
h
bQµ , bPn

i
= idµn ,

⌦ bQµ bQµ
↵
6= 0

Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh
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ŷ† (x) , ŷ (y)
o
= d (x�y),

⌦
ŷ (x) ŷ (x)

↵
= 0

Bosons
h
bQµ , bPn

i
= idµn ,

⌦ bQµ bQµ
↵
6= 0

Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh

• Generalizations for nonlinear e-b interactions in the bosonic displacement
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General theory
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Electrons Bosons 
photons, plasmons, phonons

ν1
ν2 …νn ν1

ν2 …νn

×

Vν
n(x)_ ⟨γνn〉_

2 Generalization of the Hedin’s equations 2.1 Hamiltonian and propagators 8/21

General form of the electron-boson interaction

Electron-boson interaction

Ĥe–b = ∑
n,ν

∫
dx ψ̂† (x)V n

ν (x) ψ̂ (x) Q̂n
ν

γ̂n
ν ≡

∫
dx ψ̂† (x)V n

ν (x) ψ̂ (x)

Ĥe–b = ∑
n,ν

γ̂n
ν Q̂n

ν

ν1
ν2 …νn ν1

ν2 …νn

×

Vν
n(x)_ ⟨γνn〉_

• Averaging over electronic degrees of freedom yields a
Hamiltonian of anharmonic phonons with

〈
γ̂n

ν
〉

interaction
vertex.

Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh
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2 Generalization of the Hedin’s equations 2.1 Hamiltonian and propagators 9/21

Definitions
Total Hamiltonian

Ĥe =
∫

dx ψ̂† (x)he (x) ψ̂ (x)

Ĥb =
1
2 ∑

ν
Ων

(
P̂2

ν + Q̂2
ν

)

Ĥe–b = ∑
n,ν

γ̂n
ν Q̂n

ν

Propagators

G(1,2) =−i
〈
T

{
ψ̂ (1) ψ̂† (2)

}〉

Dm,n
µ,ν (z1,z2) =−i

〈
T

{
∆Q̂m

µ (z1)∆Q̂n
ν (z2)

}〉

with ∆Ô ≡ Ô −
〈
Ô
〉

and 1 ≡ (x1,z1)

EOMs for operators

i
d

dz1
ψ̂ (1) =

[
he (1)+∑

n,ν
V n

ν (x1) Q̂n
ν (z1)

]
ψ̂ (1)

[
d2

dz2
1
+Ω2

ν

]
Q̂ν (z1) =−Ων ∑

m,µ
m γ̂m

µ⊕ν (z1) Q̂m−1
µ (z1)

Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh
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2 Generalization of the Hedin’s equations 2.2 Schwinger’s method 11/21

Auxiliary fields I

Time-dependent Hamiltonian

Ĥξ ,η (z) = Ĥ +∑
n,ν

ξ n
ν (z) Q̂n

ν +
∫

dxη (x,z) ρ̂ (x)

〈
Ô (z)

〉

ξ ,η
=

Tr
{

T exp
[
− i

∫
C dz̄ Ĥξ ,η(z̄)

]
Ôξ ,η (z)

}

Tr
{

T exp
[
− i

∫
C dz̄ Ĥξ ,η (z̄)

]}

Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh

2 Generalization of the Hedin’s equations 2.3 Equations of motion 14/21

EOM for the electron propagator

Actual vs. desired form
[

i
∂

∂ z1
−he (1)

]
G(1,2) = δ (1,2)− i∑

n,ν
V n

ν (x1)

×
〈
T

{
ψ̂ (1) Q̂n

ν (z1) ψ̂† (2)
}〉

[
i

∂
∂ z1

−he (1)−Φ(1)
]

G(1,2) = δ (1,2)+
∫

d3Σ(1,3)G(3,2)

Exploitation of variational derivatives

−i
〈
T ψ̂ (1) Q̂n

ν (z1) ψ̂†(2)
〉
=

[
i

δ
δξ n

ν (z1)
+
〈

Q̂n
ν (z1)

〉]
G(1,2)

Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh

Electrons

Timeline:

P.C. Martin and J. Schwinger (1959) 
L. Hedin (1965), G. Strinati (1988) 
R. van Leeuwen (2004), F. Giustino (2017)

Self-energy and 
mean-field potential
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2 Generalization of the Hedin’s equations 2.2 Schwinger’s method 11/21

Auxiliary fields I

Time-dependent Hamiltonian

Ĥξ ,η (z) = Ĥ +∑
n,ν

ξ n
ν (z) Q̂n

ν +
∫

dxη (x,z) ρ̂ (x)

〈
Ô (z)

〉

ξ ,η
=

Tr
{

T exp
[
− i

∫
C dz̄ Ĥξ ,η(z̄)

]
Ôξ ,η (z)

}

Tr
{

T exp
[
− i

∫
C dz̄ Ĥξ ,η (z̄)

]}

Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh

Timeline:

P.C. Martin and J. Schwinger (1959) 
L. Hedin (1965), G. Strinati (1988) 
R. van Leeuwen (2004), F. Giustino (2017)

SCHWINGER AND STATISTICAL PHYSICS 75 

in figs. 2d and 2e. With this approach, the condensed system in which 
G(ll)/l(gr(1))[2~ 1, occurs no less naturally than the "normal" uncondensed 
system. 

In short, the perturbation framework developed by Julian is superior to the 
conventional scheme in that: 

1) It allows for and "insists upon" the possibility for anomalous pro- 
pagators. This possibility arises naturally because the theory is phrased 
entirely in terms of "true", rather than "bare", propagators. 

2) It makes no "adiabatic" perturbative assumption, and thus allows 
naturally for self-consistent solutions. 

3) At no stage does it entail unphysical "unlinked diagrams." Their absence 
does not rest on a "Wick theorem" (which does not hold for operators that do 
not satisfy canonical commutation relations). 

In order to make the framework less schematic, it is necessary to impose 
boundary conditions. In particular: 

1) To discuss the ground state of a relativistic field theory, the differential 
equations must be supplemented by positive frequency boundary conditions. 
These conditions, and how to incorporate them with a Euclidian formulation 
were explained by Julian in another cryptic article4). 

2) To discuss systems in thermal equilibrium, the equations must be sup- 
plemented by 2) a periodic boundary condition in imaginary time3). This con- 
dition, which is tantamount to the fluctuation-dissipation theorem, seems to 
have acquired a name, the KSM condition, in a literature that is by now inscrutable 
to Kubo, Martin, and Schringer. 

3) To discuss non-equilibrium quantum systems, it is necessary to specify 
initial - not boundary conditions. The treatment of such quantum systems was 
first discussed by Julian 5) in 1961. Without equilibrium, there is no general 
connection between fluctuation and dissipation, and as a result more in- 
dependent functions must be determined. The subsequent developments of 
this approach 6) by many authors are not always valid. Specifically, the usual 
treatments hold only for special initial conditions, or after the system has 
evolved for a time long enough to eliminate most of the dependence on initial 
conditions. (Naturally, the existence of such a time and its value can vary 
from one property to another and from one system to another. In addition, 
some aspects of these conditions, e.g., the total mass and energy, remain 
forever.) With these treatments steady states far from equilibrium, e.g., a 
continuously pumped laser, can be analyzed. 

4) To discuss non-equilibrium classical systems, it is useful to introduce for 
each classical field 4' a second field, 8/&b. In the terms of two fields the 
analysis 7) of classical spins and of Navier-Stokes' fluids becomes simpler, 
clearer, and more systematicS). 

Paul C. Martin, Schwinger and statistical physics, Physica 96A, 70-88 (1979)
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2 Generalization of the Hedin’s equations 2.4 Mean-field potential 15/21

Mean-field potentials

Mean-field potentials

Φn
DW (1) = ∑

n,ν
V n

ν (x1)
〈

Q̂n
ν (z1)

〉

Uµ,ν (z1) = ∑
n,κ

nγn
µ⊕κ⊕ν (x1)

〈
Q̂n−2

κ (z1)
〉

n

ν

n− 2

µ⊕ κ⊕ ν

Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh
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2 Generalization of the Hedin’s equations 2.5 Outline of a general theory 17/21

Generalized Bethe-Salpeter equation

Cross-channel correlations

Γi-j (1,2;3) = Γi-j
0 (1,2;3)+Ki-e (1,5;4,2)G(4,6)Γe-j (6,7;3)G(7,5)

+Ki-b (1,5;4,2)Dφ ,η (4,6)Γb-j
η ,ξ (6,7;3)Dξ ,ψ (7,5)

=

1

2

3
+ +

1

2

3

1

2

3

1

2

3

4

5 7

46

5 7

6

Γi-j Γ0
i-j Γe-j Γb-jK i-e K i-b

Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh
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4

Analogically, the boson propagator defined by Eq. (15) ful-
fills a second-order equation of motion,

* 1
2!0

⌅
)
2
z
+ !2

0
⇧
Dq(z, z®) = �

C
(z, z®)

+ Uq(z)Dq(z, z®) +
⌅
⇧q < Dq

⇧
(z, z®) . (19)

The e�ective potential consists of the coupling to external field
and the mean-field potential due to electrons,

Uq(z) = ⇠q(z) + uq(z), (20)

and is diagrammatically depicted in Fig. 2(b).

C. The electron e�ective potential

In Ref. [5] we derived an expression for the DW-potential
in real space [viz. Eq. (27)]:

�
DW(x, z) =

…
ij

V
(2)
ij

(x)
⇣
öQ
i
(z) öQ

j
(z)

⌘
. (21)

For translationally invariant systems
⇣
öQ
2
i
(z)

⌘
is independent

of the lattice site index, and we can introduce

Q
(2)
loc(z) í

⇣
öQ
2
i
(z)

⌘
. (22)

Therefore, for any site i we can write

Q
(2)
loc(z) =

1
N
k

…
i

⇣
öQ
2
i
(z)

⌘
= 1
N
k

…
q

⇣
öQq(z) öQ*q(z)

⌘
.

With this ingredients we can find two equivalent forms of the
potential.

a. Wannier representation We compute matrix elements
of �DW(x, z) in the Wannier basis with a help of Eq. (12):

�
DW
kl

(z) = Í�
k
�DW(x, z)�

l
Î

= �
kl

g

N
k

…
q

⇣
öQq(z) öQ*q(z)

⌘
= �

kl
gQ

(2)
loc(z) . (23)

b. Momentum space Matrix elements of �DW(x, z) in
the basis of Bloch waves (10) reads

�
DW
kk® (z) = Í k�DW(x, z) k®Î = gQ

(2)
loc(z)

ù 1
N
k

…
i

e
*i(k*k®)Ri = g

N
k

�kk®
…
q

⇣
öQq(z) öQ*q(z)

⌘
. (24)

This equation proves that DW-potential is diagonal in momen-
tum representation,

�
DW
k (z) = g

N
k

…
q

⇣
öQq(z) öQ*q(z)

⌘
. (25)

Thus, the mean-field potential in the second-quantization form
reads:

öH(z) = g

N
k

…
q

⇣
öQq(z) öQ*q(z)

⌘
öN . (26)

where
öN =

…
i

Çc
†
i
Çc
i
=
…
k
Çc
†
k Çck.

Σk(z1,z2)  = z1

Dq
(2)

z2
Gk-q

k k

FIG. 4. The sunset approximation for the electron self-energy,
Eq. (31), in the assumption constant matrix elements, Eq. (6).

c. Some properties At equilibrium we have Í öQqÎ = 0.
Therefore we can express the potential in terms of the equal-
time phononic correlator (15)

�
DW
k (z) = ig

(2)

N
k

…
q
D
q
(z+, z), (27)

where we used öQ
†
q = öQ*q . Notice that in this case the dia-

grammatic representation in Fig. 2(a) make a perfect sense as
the bosonic loop carries zero momentum. Yet another useful
form is to express the correlator in Eq. 25 in terms of bosonic
operators Çbq and Çb†q:

…
q

⇣
öQq(z) öQ*q(z)

⌘
= 1

2
…
q

⇣⇠
Çbq + Çb

†
*q

⇡⇠
Çb*q + Çb

†
q

⇡⌘

1
2
…
q

⇣
Çbq Çb

†
q + Çb

†
*q
Çb*q

⌘
= 1

2
…
q

⇣
2nq + 1

⌘
.

The dependency on the momentum k would appear if the ver-
tex is also momentum-dependent,

�
DW
k (z) = 1_2N*1

k

…
q
g
(2)(k,q,*q)

⇣
2nq + 1

⌘
.

Accounting for 1_2 additional prefactor in the definition of g(2),
this equation can be directly compared with Eqs. (160,161) of
Giustino [4]. Physically, �DW

k often come with a di�erent sign
compared to the Migdal-Fan self-energy, which is of second
order in g(1). This fact is discussed by Allen and Heine [6].

D. The electron self-energy

We again make use of the Ref. [5], Eq. (70), which repre-
sents a generalization of the Fan self-energy:

⌃(1, 2) = i
…
ii®

…
jj®
V

(2)
ii®

(x1)V
(2)
jj®

(x2)G(1, 2)D
(2)
(jj®)(ii®)(z2, z1) .

Following Ref. [5], the quadratic phonon propagator is defined
by

D
(2)
(ii®),(jj®)(z, z

®) = *i
⌧⇣
öQ
i
(z) öQ

i® (z) öQj(z®) öQj® (z®)
⌘

*
⇣
öQ
i
(z) öQ

i® (z)
⌘⇣

öQ
j
(z®) öQ

j® (z®)
⌘�

. (28)

5

Switching to Wannier representation, we employ

⌃(1, 2) =
…
kl

�
k
(x1)�<

l
(x2)⌃kl(z1, z2) ,

G(1, 2) =
…
mn

�
m
(x1)�<

n
(x2)Gmn(z1, z2)

to expand

⌃
kl
(z1, z2) = i

À
dx1dx2 �<

k
(x1)�l(x2)

…
ii®

…
jj®
V

2
ii® (x1)V

2
jj® (x2)

ù
…
mn

�
m
(x1)�<

n
(x2)Gmn(z1, z2)D

(2)
(jj®)(ii®)(z2, z1) .

Invoking the assumption (12), we thus find

⌃
ij
(z, z®) = ig2G

ij
(z, z®)D(2)

(jj)(ii)(z
®
, z)

= ig2G
ij
(z, z®)D(2)

(ii)(jj)(z, z
®) . (29)

Hence, only the diagonal quadratic phonon propagator

D
(2)
ij
(z2, z1) = *i

⇠⇣
öQ
2
i
(z2) öQ2

j
(z1)

⌘
*
⇣
öQ
2
i
(z2)

⌘⇣
öQ
2
j
(z1)

⌘⇡
.

(30)

is required for constructing the self-energy (29). Using the
rules from appendix A, we can transform the bubble-type self-
energy (29) to momentum space by

⌃k(z, z®) = i g
2

N
k

…
q
Gk*q(z, z®)D

(2)
q (z, z®) , (31)

with

D
(2)
q (z, z®) = *i

(
T
C
� öQ(2)

q (z)� öQ(2)
*q(z®)

)
. (32)

This approximation is depicted in diagrammatic form in Fig. 4.
It is known as the sunset diagram [23]. It describes the sim-
plest scattering process in which a particle or hole with mo-
mentum k scatters into a state with momentum k * q and a
correlated pair of phonons with total momentum q. Corre-
sponding fluctuation operator is defined by Eq. (A11).

E. E�ective potential for phonons

In Ref. [5] we derived an expression for the e�ective
phononic potential in real space [viz. Eq. (52a)]:

u
ij
(z) =

⇣
Ç 
†(x)V (2)

ij
(x) Ç (x)

⌘
= g�

ij

…
k

⇣
Çc
†
k
Çc
k

⌘

= g�
ij

⇣
öN
⌘
. (33)

In momentum representation

uq(z) = g

…
k

⇣
Çc
†
k Çck

⌘
= *ig

…
k
Gk(z, z+), (34)

where we expressed it in terms of equal-time electron propa-
gator, which makes connection to Fig. 2(b).

Πq(z1 ,z2 ) = z1

χp

z2
Dp+qq q

FIG. 5. The phonon self-energy, Eq. (38).

F. The phonon self-energy

We make use of the general expression from Ref. [5] [viz.
Eq. (71d)]:

⇧
ij
(z1, z2) = i

À
dx1dx2 V

(2)
ii®

(x1)V
(2)
j®j

(x2)Di®j® (z1, z2)�(1, 2),

(35)

with a shorthand notation i í (x
i
, z
i
) and

�(1, 2) = *i
⇣
T
C
� Çn(1)� Çn(2)

⌘
(36)

being the density-density response function. It should be noted
that there are numerous other terms, however, they are only
relevant for higher-order electron-phonon vertices.

We do the transformation to momentum representation in
two step. First we expand the field operators in terms of Wan-
nier functions and perform integration as in Eq. (33)

⇧
ij
(z1, z2) = ig2D

ij
(z1, z2)�ij(z1, z2), (37)

where diagonal elements of � in localized basis are explicitly
defined by Eq. (A6). Next, we go to the momentum space
using Eq. (A13):

⇧q(z1, z2) = i g
2

N
k

…
p
Dq+p(z1, z2)�p(z1, z2). (38)

This equation is diagrammatically depicted in Fig. (5).

V. DECOUPLING APPROXIMATIONS

We have thus derived expressions for the electron and
phonon mean-field potentials, Eqs. (25, 34), and self-energies
Eqs. (31, 38). They need to be expressed in terms of Gk and
Dq propagators. One can show that �p and D

(2)
q are con-

nected through a set of RPA-like equations. Propagation of
this equations in time, in parallel to KB equations listed above,
is an enormous challenge and is probably more di�cult than
KBE+GW for electrons. Therefore, we are going to suggested
a simplified de-coupling. Moreover, this scheme seems to be
physically motivated. Let us recall first of all that �p and D(2)

q
are response functions and, therefore, they can be obtained by
the functional di�erentiation of electron density and square
displacement with respect to the external potentials ⌘ and ⇠,
respectively.
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is required for constructing the self-energy (29). Using the
rules from appendix A, we can transform the bubble-type self-
energy (29) to momentum space by
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This approximation is depicted in diagrammatic form in Fig. 4.
It is known as the sunset diagram [23]. It describes the sim-
plest scattering process in which a particle or hole with mo-
mentum k scatters into a state with momentum k * q and a
correlated pair of phonons with total momentum q. Corre-
sponding fluctuation operator is defined by Eq. (A11).

E. E�ective potential for phonons

In Ref. [5] we derived an expression for the e�ective
phononic potential in real space [viz. Eq. (52a)]:
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where we expressed it in terms of equal-time electron propa-
gator, which makes connection to Fig. 2(b).
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FIG. 5. The phonon self-energy, Eq. (38).

F. The phonon self-energy
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being the density-density response function. It should be noted
that there are numerous other terms, however, they are only
relevant for higher-order electron-phonon vertices.

We do the transformation to momentum representation in
two step. First we expand the field operators in terms of Wan-
nier functions and perform integration as in Eq. (33)
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II.C. Pitfalls of non-equilibrium 

2 Generalization of the Hedin’s equations 2.1 Hamiltonian and propagators 9/21

Definitions
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Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh

2 Generalization of the Hedin’s equations 2.4 Mean-field potential 15/21

Mean-field potentials
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Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh

Correlation functions 
alone are not sufficient to 

describe dynamics 

Mean-field electron dynamics—DW potential:
1. m=1,2 ➭ propagation of ⟨Q⟩ is needed!
2. m=1 ➭ driven oscillator
3. m=2 ➭ parametric oscillator

tional consistency check. Therefore, the emphasis of this pa-
per is predominantly on the testing and thorough understand-
ing of the available methods. Their application to a strongly
nonlinear system where analytical path-integral solutions are
far beyond our present capabilities will be the subject of
forthcoming publications.
Forming a convenient ‘‘laboratory animal’’ due to its sim-

plicity and linearity, the parametrically driven harmonic os-
cillator still shows nontrivial behavior, interesting in its own
right. We shall give a brief review of the model and its
classical dynamics in Sec. II. The central results of the paper,
concerning the applicability and quality of the alternative
Markov approximations, are presented in the course of the
quantization of the system with dissipation, in Sec. III. Its
last subsection is devoted to a discussion of the asymptotics
of the quantal solutions, such as the conservative and the
high-temperature limits. Section IV contains numerical re-
sults for a number of characteristic dynamical quantities as
obtained for the alternative Markovian approaches, and the
comparison to the path-integral solution. A summary of the
various representations and levels of description addressed in
the paper, with their interrelations, is given in Sec. V. A
number of technical issues are deferred to Appendix A. Re-
sults for an additive time-dependent force in combination
with a parametric periodic driving are summarized in Appen-
dix B.

II. THE MODEL AND ITS CLASSICAL DYNAMICS

For a particle with mass m moving in a harmonic poten-
tial with time-dependent frequency, the Hamiltonian is given
by

HS~ t !5
p2

2m 1
1
2 k~ t !x2, ~1!

where k(t) is a symmetric and periodic function with period
T . A special case is the Mathieu oscillator, where
k(t)5m(v0

21´cosVt) with V52p/T . Depending on its fre-
quency and amplitude, the driving can stabilize or destabilize
the undriven oscillation. Figure 1 shows the zones of stable
and unstable motion, respectively, for the Mathieu oscillator,
in the v0

2-´ plane. The equation of motion for a classical
particle with velocity-proportional ~i.e., Ohmic! dissipation
in the potential given in Eq. ~1! reads

ẍ1g ẋ1
1
m k~ t !x50. ~2!

By substituting x5yexp(2gt/2), we can formally remove
the damping to get an undamped equation with a modified
potential,

ÿ1@k~ t !/m2g2/4#y50. ~3!

Already here, on the level of the classical equations of mo-
tion, we can apply the Floquet theorem for second-order dif-
ferential equations with time-periodic coefficients. It asserts
@9# that Eq. ~3! has two solutions of the form

j1~ t !5e imtw~ t !, j2~ t !5j1~2t !, w~ t1T !5w~ t !.
~4!

The solution j2(t) is related to j1(t) by the time-inversion
symmetry inherent in Eq. ~3!. Being periodic in time, the
classical Floquet function w(t) can be represented as a Fou-
rier series

w~ t !5 (
n52`

`

cneinVt. ~5!

The Floquet index m depends on the shape of the driving
k(t) and is defined only mod V . There exist driving func-
tions for which m is complex so that one of the solutions
j i(t) becomes unstable ~cf. Fig. 1!. In stable regimes m is
real. On the border between a stable and an unstable regime,
m becomes a multiple of V/2 and the solutions j1(t) and
j2(t) are not linearly independent. For given k(t), the j i(t)
still depend on the damping g . We denote the limit g!0 of
the functions j i(t) by j i

0(t).
The normalization of the cn is chosen such that the

Wronskian W, which is a constant of motion, is given by

W5 j̇1~ t !j2~ t !2j1~ t !j̇2~ t !52i , ~6!

resulting in the sum rule

(
n52`

`

cn
2~m1nV!51. ~7!

Returning to the original x coordinate, we find that the
fundamental solutions of Eq. ~2! read

f i~ t !5e2gt/2j i~ t !, i51,2. ~8!

For constant frequency of the oscillator,
k(t)5const5mv0

2, the Floquet index and the periodic func-
tion become m5(v0

22g2/4)1/2 and w(t)5(v0
22g2/4)21/2,

respectively, which reproduces the results for a damped har-
monic oscillator without driving.
The Green function for Eq. ~2! is constructed using Eqs.

~5! and ~6!,

FIG. 1. Stability of Eq. ~2! with g50 for the case of a Mathieu
oscillator. In the white areas the Floquet index m is real, which
corresponds to stable solutions. In the shaded areas m is complex
and therefore one of the fundamental solutions ~4! is unstable. On
the borderlines m becomes a multiple of V/2.
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II.C. Pitfalls of non-equilibrium 
In equilibrium:
coupled RPA equations 
for D(2) and 𝜒
Out of equilibrium: 
extra terms 

2 Generalization of the Hedin’s equations 2.2 Schwinger’s method 14/26

Auxiliary fields III

Decoupling in equilibrium

D
2,2
µ,n (z1,z2) =

d
⌦ bQ2

µ (z1)
↵

dx 2
n (z2)

= i

dDµ(z1,z1)

dx 2
n (z2)

=�iÂ
z x

Z
dzdz

0
Dµ1z (z1,z)

dD
�1
z x (z,z

0)

dx 2
n (z2)

Dx µ2(z
0,z1)

⇡ iDµ1n1(z1,z2)Dn2µ2(z2,z1).

Decoupling out of equilibrium

D
2,2
µ,n (z1,z2) = i

dDµ(z1,z1)

dx 2
n (z2)

+
d
n⌦ bQµ1 (z1)

↵⌦ bQµ2 (z1)
↵o

dx 2
n (z2)

.

Nonlinear e-b coupling: a many-body theory Andrea Marini & Yaroslav Pavlyukh

Σk(z1,z2)  = z1

Dq
(2)

z2
Gk-q

k k

Outlook:
1. Theory becomes too complicated when ⟨Q⟩≠0
2. Assumption ⟨Q⟩=0 is justified when there is no 

linear coupling ➭ used in our first implementation
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III. Numerical results

1. One site, linear coupling
2. One site, quadratic coupling
3. k-space, linear coupling, relaxation 
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M. Schüler, J. Berakdar, Y. Pavlyukh, Time-dependent 
many-body treatment of electron-boson dynamics: 
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Atto-second time-delays in photoemission
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in the photoemission from the free-electron metal magnesium Mg(0001)10.
Theoretical models have addressed different contributions such as may
arise from the band structure of the material9,16,17, the spatial charac-
teristics of the initial-state wavefunctions18–21, and elastic and inelastic
scattering effects9,22. These models also differ from each other in the way
that the screening of the laser field at the surface is taken into account
when calculating the photoemission time delays19,22,23. To isolate the
atomic-scale electron propagation process from this multitude of dis-
parate effects, we investigate hybrid metallic samples consisting of a
controllable number n of Mg adlayers on a W(110) crystal12,24 (see Fig. 1a
and Supplementary Information for details) and contrast the measured
time shifts with electron transport calculations.

In our experiments, XUV pulses with a duration of about 450 as and
a photon energy of BvXUV 5 118 eV simultaneously generate photo-
electrons from core states of the substrate (W 4f) and adlayer (Mg 2p),
as well as from the energetically overlapping CB states of both materials
(Fig. 1b). A representative streaking spectrogram for n 5 4 Mg adlayers
on W(110) is shown in Fig. 2a. Despite the ,80% attenuation of the W
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Figure 1 | Spatio-temporal dynamics in attosecond photoemission from
Mg/W(110). a, Principle of the experiment: photoelectrons (green dots) are
launched inside a tungsten W(110) crystal and a magnesium (Mg) overlayer a
few ångströms thick by an XUV pulse of ,450 as, and are detected in ultrahigh
vacuum with a time-of-flight analyser. At the surface, the arrival times of
electrons released from different initial states are probed by streaking their
associated electron energy distributions with a 2 3 1011 W cm22 strong electric
field delivered by a sub-5 fs broadband linearly polarized visible/near-infrared
laser pulse. Relative time delays Dt developing during the propagation of
the photoelectrons to the metal–vacuum interface are detected as temporal
shifts between their streaked energy distributions. The time shifts Dt are

sensitive to the atomic-scale electron transport characteristics (quantified by
the inelastic mean free path l; indicated only for the W 4felectrons), the Mg
overlayer thickness and the screening behaviour of the laser field at the
solid–vacuum interface. b, Schematic energy-level diagram for the probed
electronic transitions. The central XUV photon energy of ,118 eV allows
the simultaneous excitation of Mg 2p, W 4fand the joint CB states (binding
energy Ebin as indicated). A background-corrected photoelectron spectrum of
n 5 4 adlayers of Mg on W(110) in the absence of the laser field is shown as
the black solid line. For better visibility, the strength of the CB and W 4fsignals
are magnified by a factor of six.
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The strength of the CB and W 4fsignals is magnified by a factor of 6 for better
visibility. b, Exemplary timing analysis of the Mg 2p and W 4fcore-level
electrons: the first moments calculated from their respective kinetic energy
distributions are shown as red crosses (Mg 2p) and blue crosses (W 4f) as
functions of NIR–XUV delay Dt. A global fit of the resultant streaking traces to
a parameterized waveform for the NIR vector potential (solid lines) reveals a
relative time shift Dt[4f- 2p], which can be identified with the time delay
occurring during the release of the electrons from the metal surface. Insets
illustrate the evolution of Dt[4f- 2p] for 0 , n # 4. Regions exhibiting the
largest gradient of the streaking field (corresponding to the highest temporal
resolution) are highlighted. An analogous evaluation of Dt[CB - 2p] is
presented in the Supplementary Information.
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Linear vs. quadratic coupling
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1. Two-level system, long resonant XUV pulse (44 eV)
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FIG. 1. (Color online) The first conduction (red line) and the
split-off valence (blue line) bands along the !-M direction of the
BZ are extracted from Ref. [25]; for the expansion coefficients see
Table I.

them (interband current). These currents can be calculated as
[9]

jra(t) =
∑

m=c,v

∫

BZ
vm(K + A(t)) nm(K,t) d3K, (3a)

jer(t) = d

dt

∫

BZ
p(K,t) d3K, (3b)

where the band velocity is defined by vm(k) = ∇kEm(k),
A(t) = −A0 sin(ωt) is the laser vector potential, F(t) =
−dA/dt = F0 cos(ωt) is the laser electric field, and crystal
momentum k has been transformed into a frame moving with
the vector potential, K = k − A(t). In experiments [4], the
vacuum field strength Fv is measured. Due to surface reflection
(here considered at normal incidence) the peak electric field
strength in the material is reduced to F0 = 2Fv/(n + 1), with
n = 1.8992 the material refractive index at the fundamental
frequency. The high harmonic spectrum is obtained from
the Fourier transform (FT) of jt = jra + jer, as |FT{jt}|2. The
population of band m, nm(K,t), and the interband polarization
p(K,t) are governed by the semiconductor Bloch equations:

π̇ (K,t) = −π (K,t)
T2

− i$(K,t) w(K,t) e−iS(K,t), (4a)

ṅm(K,t) = ism $∗(K,t) π (K,t) eiS(K,t) + c.c., (4b)

Here, w = nv − nc is the population difference, S(K,t) =∫ t

−∞εg(K+A(t ′))dt ′ is the classical action, εg = Ec − Ev
is the band gap between conduction and valence bands,
$(K,t) = F(t) d(K+A(t)) is the Rabi frequency, and sm =
−1,1 for m = v,c, respectively.

Finally, π (K,t) is related to the polarization p(K,t) by

p(K,t) = d(K+A(t))π (K,t)eiS(K,t) + c.c., (5)

where d(k) = i
∫

d3xu∗
v,k(x)∇kuc,k(x) is the transition dipole

moment, with um,k the periodic part of the Bloch function;

d = (3.46,3.46,3.94) is assumed to be k-independent in our
analysis [9]. Initially, all electrons are in the valence band. For
a more detailed derivation see Ref. [9].

Equation (4) describe the creation and annihilation of
electron-hole pairs and their dynamics in their respective
bands. The acceleration of the electron-hole pairs by the
laser field, and therefore the relative transfer of population
between different crystal momenta k, occurs through the
temporal variation of εg(K + A(t ′)) in the action S(K,t). This
mechanism is the main driver of the HHG process, as is
confirmed by the semiclassical analysis of Sec. IV.

Multielectron effects are neglected in our treatment. We
expect that the excitonic electron-hole interaction will result
in corrections, but will not substantially alter the high harmonic
generation mechanism—similar to what was found for atomic
HHG. Other many-body effects, such as band-gap renormal-
ization, will introduce new features that were not observed in
atomic HHG, as they are characteristic of the condensed matter
phase. Dephasing of the interband polarization is introduced
in Eq. (4) in the relaxation-time approximation, through the
parameter T2. It is a parameter of our simulations and its effects
on the high harmonic spectrum are investigated in the next
section.

III. DISCUSSION OF HIGH HARMONIC SPECTRA

Figure 2 shows the high harmonic spectrum of the intraband
(red) and interband (blue) currents obtained from a wurtzite
ZnO crystal for two dephasing times T2 for field strength
F0 = 0.003 a.u. (0.15 V/Å), (mid-IR) laser central frequency
ω = 0.014 a.u. (3.25 µm), and laser polarization and wave
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FIG. 2. (Color online) Harmonic spectrum for interband
(|FT {jer}|2, blue line) and intraband (|FT {jra}|2, red line) currents
for a field strength F0 = 0.003 a.u.; we use a temporal Gaussian
envelope with a FWHM of ten cycles and cosine carrier with
frequency ω = 0.014 a.u., corresponding to a laser period
T0 = 2π/ω = 10.9 fs. The dephasing time is (a) T2 = ∞ and (b)
T2 = T0/4. The laser polarization is parallel to the !-M direction
of the reciprocal space of a wurtzite ZnO crystal. The dashed black
vertical line represents the minimum band gap at the center of the
Brillouin zone.
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FIG. 1. (Color online) The first conduction (red line) and the
split-off valence (blue line) bands along the !-M direction of the
BZ are extracted from Ref. [25]; for the expansion coefficients see
Table I.

them (interband current). These currents can be calculated as
[9]

jra(t) =
∑

m=c,v

∫

BZ
vm(K + A(t)) nm(K,t) d3K, (3a)

jer(t) = d

dt

∫

BZ
p(K,t) d3K, (3b)

where the band velocity is defined by vm(k) = ∇kEm(k),
A(t) = −A0 sin(ωt) is the laser vector potential, F(t) =
−dA/dt = F0 cos(ωt) is the laser electric field, and crystal
momentum k has been transformed into a frame moving with
the vector potential, K = k − A(t). In experiments [4], the
vacuum field strength Fv is measured. Due to surface reflection
(here considered at normal incidence) the peak electric field
strength in the material is reduced to F0 = 2Fv/(n + 1), with
n = 1.8992 the material refractive index at the fundamental
frequency. The high harmonic spectrum is obtained from
the Fourier transform (FT) of jt = jra + jer, as |FT{jt}|2. The
population of band m, nm(K,t), and the interband polarization
p(K,t) are governed by the semiconductor Bloch equations:

π̇ (K,t) = −π (K,t)
T2

− i$(K,t) w(K,t) e−iS(K,t), (4a)

ṅm(K,t) = ism $∗(K,t) π (K,t) eiS(K,t) + c.c., (4b)

Here, w = nv − nc is the population difference, S(K,t) =∫ t

−∞εg(K+A(t ′))dt ′ is the classical action, εg = Ec − Ev
is the band gap between conduction and valence bands,
$(K,t) = F(t) d(K+A(t)) is the Rabi frequency, and sm =
−1,1 for m = v,c, respectively.

Finally, π (K,t) is related to the polarization p(K,t) by

p(K,t) = d(K+A(t))π (K,t)eiS(K,t) + c.c., (5)

where d(k) = i
∫

d3xu∗
v,k(x)∇kuc,k(x) is the transition dipole

moment, with um,k the periodic part of the Bloch function;

d = (3.46,3.46,3.94) is assumed to be k-independent in our
analysis [9]. Initially, all electrons are in the valence band. For
a more detailed derivation see Ref. [9].

Equation (4) describe the creation and annihilation of
electron-hole pairs and their dynamics in their respective
bands. The acceleration of the electron-hole pairs by the
laser field, and therefore the relative transfer of population
between different crystal momenta k, occurs through the
temporal variation of εg(K + A(t ′)) in the action S(K,t). This
mechanism is the main driver of the HHG process, as is
confirmed by the semiclassical analysis of Sec. IV.

Multielectron effects are neglected in our treatment. We
expect that the excitonic electron-hole interaction will result
in corrections, but will not substantially alter the high harmonic
generation mechanism—similar to what was found for atomic
HHG. Other many-body effects, such as band-gap renormal-
ization, will introduce new features that were not observed in
atomic HHG, as they are characteristic of the condensed matter
phase. Dephasing of the interband polarization is introduced
in Eq. (4) in the relaxation-time approximation, through the
parameter T2. It is a parameter of our simulations and its effects
on the high harmonic spectrum are investigated in the next
section.

III. DISCUSSION OF HIGH HARMONIC SPECTRA

Figure 2 shows the high harmonic spectrum of the intraband
(red) and interband (blue) currents obtained from a wurtzite
ZnO crystal for two dephasing times T2 for field strength
F0 = 0.003 a.u. (0.15 V/Å), (mid-IR) laser central frequency
ω = 0.014 a.u. (3.25 µm), and laser polarization and wave
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FIG. 2. (Color online) Harmonic spectrum for interband
(|FT {jer}|2, blue line) and intraband (|FT {jra}|2, red line) currents
for a field strength F0 = 0.003 a.u.; we use a temporal Gaussian
envelope with a FWHM of ten cycles and cosine carrier with
frequency ω = 0.014 a.u., corresponding to a laser period
T0 = 2π/ω = 10.9 fs. The dephasing time is (a) T2 = ∞ and (b)
T2 = T0/4. The laser polarization is parallel to the !-M direction
of the reciprocal space of a wurtzite ZnO crystal. The dashed black
vertical line represents the minimum band gap at the center of the
Brillouin zone.
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J. Rameau et al., Nature Commun. 7, 13761 (2016)  (Ω=0.2 eV, g=0.2 eV)
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FIG. 1. (Color online) The first conduction (red line) and the
split-off valence (blue line) bands along the !-M direction of the
BZ are extracted from Ref. [25]; for the expansion coefficients see
Table I.

them (interband current). These currents can be calculated as
[9]

jra(t) =
∑

m=c,v

∫

BZ
vm(K + A(t)) nm(K,t) d3K, (3a)

jer(t) = d

dt

∫

BZ
p(K,t) d3K, (3b)

where the band velocity is defined by vm(k) = ∇kEm(k),
A(t) = −A0 sin(ωt) is the laser vector potential, F(t) =
−dA/dt = F0 cos(ωt) is the laser electric field, and crystal
momentum k has been transformed into a frame moving with
the vector potential, K = k − A(t). In experiments [4], the
vacuum field strength Fv is measured. Due to surface reflection
(here considered at normal incidence) the peak electric field
strength in the material is reduced to F0 = 2Fv/(n + 1), with
n = 1.8992 the material refractive index at the fundamental
frequency. The high harmonic spectrum is obtained from
the Fourier transform (FT) of jt = jra + jer, as |FT{jt}|2. The
population of band m, nm(K,t), and the interband polarization
p(K,t) are governed by the semiconductor Bloch equations:

π̇ (K,t) = −π (K,t)
T2

− i$(K,t) w(K,t) e−iS(K,t), (4a)

ṅm(K,t) = ism $∗(K,t) π (K,t) eiS(K,t) + c.c., (4b)

Here, w = nv − nc is the population difference, S(K,t) =∫ t

−∞εg(K+A(t ′))dt ′ is the classical action, εg = Ec − Ev
is the band gap between conduction and valence bands,
$(K,t) = F(t) d(K+A(t)) is the Rabi frequency, and sm =
−1,1 for m = v,c, respectively.

Finally, π (K,t) is related to the polarization p(K,t) by

p(K,t) = d(K+A(t))π (K,t)eiS(K,t) + c.c., (5)

where d(k) = i
∫

d3xu∗
v,k(x)∇kuc,k(x) is the transition dipole

moment, with um,k the periodic part of the Bloch function;

d = (3.46,3.46,3.94) is assumed to be k-independent in our
analysis [9]. Initially, all electrons are in the valence band. For
a more detailed derivation see Ref. [9].

Equation (4) describe the creation and annihilation of
electron-hole pairs and their dynamics in their respective
bands. The acceleration of the electron-hole pairs by the
laser field, and therefore the relative transfer of population
between different crystal momenta k, occurs through the
temporal variation of εg(K + A(t ′)) in the action S(K,t). This
mechanism is the main driver of the HHG process, as is
confirmed by the semiclassical analysis of Sec. IV.

Multielectron effects are neglected in our treatment. We
expect that the excitonic electron-hole interaction will result
in corrections, but will not substantially alter the high harmonic
generation mechanism—similar to what was found for atomic
HHG. Other many-body effects, such as band-gap renormal-
ization, will introduce new features that were not observed in
atomic HHG, as they are characteristic of the condensed matter
phase. Dephasing of the interband polarization is introduced
in Eq. (4) in the relaxation-time approximation, through the
parameter T2. It is a parameter of our simulations and its effects
on the high harmonic spectrum are investigated in the next
section.

III. DISCUSSION OF HIGH HARMONIC SPECTRA

Figure 2 shows the high harmonic spectrum of the intraband
(red) and interband (blue) currents obtained from a wurtzite
ZnO crystal for two dephasing times T2 for field strength
F0 = 0.003 a.u. (0.15 V/Å), (mid-IR) laser central frequency
ω = 0.014 a.u. (3.25 µm), and laser polarization and wave
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FIG. 2. (Color online) Harmonic spectrum for interband
(|FT {jer}|2, blue line) and intraband (|FT {jra}|2, red line) currents
for a field strength F0 = 0.003 a.u.; we use a temporal Gaussian
envelope with a FWHM of ten cycles and cosine carrier with
frequency ω = 0.014 a.u., corresponding to a laser period
T0 = 2π/ω = 10.9 fs. The dephasing time is (a) T2 = ∞ and (b)
T2 = T0/4. The laser polarization is parallel to the !-M direction
of the reciprocal space of a wurtzite ZnO crystal. The dashed black
vertical line represents the minimum band gap at the center of the
Brillouin zone.
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FIG. 1. (Color online) The first conduction (red line) and the
split-off valence (blue line) bands along the !-M direction of the
BZ are extracted from Ref. [25]; for the expansion coefficients see
Table I.

them (interband current). These currents can be calculated as
[9]

jra(t) =
∑

m=c,v

∫

BZ
vm(K + A(t)) nm(K,t) d3K, (3a)

jer(t) = d

dt

∫

BZ
p(K,t) d3K, (3b)

where the band velocity is defined by vm(k) = ∇kEm(k),
A(t) = −A0 sin(ωt) is the laser vector potential, F(t) =
−dA/dt = F0 cos(ωt) is the laser electric field, and crystal
momentum k has been transformed into a frame moving with
the vector potential, K = k − A(t). In experiments [4], the
vacuum field strength Fv is measured. Due to surface reflection
(here considered at normal incidence) the peak electric field
strength in the material is reduced to F0 = 2Fv/(n + 1), with
n = 1.8992 the material refractive index at the fundamental
frequency. The high harmonic spectrum is obtained from
the Fourier transform (FT) of jt = jra + jer, as |FT{jt}|2. The
population of band m, nm(K,t), and the interband polarization
p(K,t) are governed by the semiconductor Bloch equations:

π̇ (K,t) = −π (K,t)
T2

− i$(K,t) w(K,t) e−iS(K,t), (4a)

ṅm(K,t) = ism $∗(K,t) π (K,t) eiS(K,t) + c.c., (4b)

Here, w = nv − nc is the population difference, S(K,t) =∫ t

−∞εg(K+A(t ′))dt ′ is the classical action, εg = Ec − Ev
is the band gap between conduction and valence bands,
$(K,t) = F(t) d(K+A(t)) is the Rabi frequency, and sm =
−1,1 for m = v,c, respectively.

Finally, π (K,t) is related to the polarization p(K,t) by

p(K,t) = d(K+A(t))π (K,t)eiS(K,t) + c.c., (5)

where d(k) = i
∫

d3xu∗
v,k(x)∇kuc,k(x) is the transition dipole

moment, with um,k the periodic part of the Bloch function;

d = (3.46,3.46,3.94) is assumed to be k-independent in our
analysis [9]. Initially, all electrons are in the valence band. For
a more detailed derivation see Ref. [9].

Equation (4) describe the creation and annihilation of
electron-hole pairs and their dynamics in their respective
bands. The acceleration of the electron-hole pairs by the
laser field, and therefore the relative transfer of population
between different crystal momenta k, occurs through the
temporal variation of εg(K + A(t ′)) in the action S(K,t). This
mechanism is the main driver of the HHG process, as is
confirmed by the semiclassical analysis of Sec. IV.

Multielectron effects are neglected in our treatment. We
expect that the excitonic electron-hole interaction will result
in corrections, but will not substantially alter the high harmonic
generation mechanism—similar to what was found for atomic
HHG. Other many-body effects, such as band-gap renormal-
ization, will introduce new features that were not observed in
atomic HHG, as they are characteristic of the condensed matter
phase. Dephasing of the interband polarization is introduced
in Eq. (4) in the relaxation-time approximation, through the
parameter T2. It is a parameter of our simulations and its effects
on the high harmonic spectrum are investigated in the next
section.

III. DISCUSSION OF HIGH HARMONIC SPECTRA

Figure 2 shows the high harmonic spectrum of the intraband
(red) and interband (blue) currents obtained from a wurtzite
ZnO crystal for two dephasing times T2 for field strength
F0 = 0.003 a.u. (0.15 V/Å), (mid-IR) laser central frequency
ω = 0.014 a.u. (3.25 µm), and laser polarization and wave
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FIG. 2. (Color online) Harmonic spectrum for interband
(|FT {jer}|2, blue line) and intraband (|FT {jra}|2, red line) currents
for a field strength F0 = 0.003 a.u.; we use a temporal Gaussian
envelope with a FWHM of ten cycles and cosine carrier with
frequency ω = 0.014 a.u., corresponding to a laser period
T0 = 2π/ω = 10.9 fs. The dephasing time is (a) T2 = ∞ and (b)
T2 = T0/4. The laser polarization is parallel to the !-M direction
of the reciprocal space of a wurtzite ZnO crystal. The dashed black
vertical line represents the minimum band gap at the center of the
Brillouin zone.
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Kadanoff-Baym equations
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Solved by Adams predictor-corrector 
method
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Volterra integral equations
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Parallelization
Hybrid MPI (k-space ) + OpenMP (time)

Open source library NESSY  
available soon!
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Conclusions

�31

I. Quadratic electron-phonon coupling contains a lot of 
interesting physics

II. First calculations with sunrise self-energy
III. Plans:

A. Renormalization of constituent response 
functions ➭ coupled RPA equations for D(2) and 𝜒

B. IR-active phonons, driving, ⟨Q(t)⟩≠0
C. Dynamics in k-space
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