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The fundamental laws necessary
for the mathematical treatment
of large parts of physics and the
whole of chemistry are thus
completely known, and the
difficulty lies only in the fact that
application of these laws leads to
equations that are too complex
to be solved.

(Paul A. M. Dirac, 1929)
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Abstract

The objective of the present work is the theoretical investigation physical structure
formation by means of computational simulation methods. Of particular interest are
charged few-particle systems in external trapping potentials, which allow one to realize
and control strong correlation and quantum effects. Such “artificial atoms” have unique
features absent in real atoms: by controlling the confinement strength they can be
transformed from a weakly coupled state to a strongly coupled, crystal-like phase.

The first central topic is devoted to the structural properties of 3D Coulomb crystals,
which have been observed in trapped ion systems as well as in (multi-component) com-
plex plasmas. The ground state properties, such as the shell structure, are studied by
first-principle molecular dynamics simulations. The detailed comparison of the theoret-
ical results with experiments provides the basis for a theory of these strongly correlated
classical systems.

The second major topic concerns electron-hole quantum plasmas in dimensionality re-
duced semiconductor heterostructures. At first, the realization of a quantum Stark
confinement for spatially indirect excitons in a single quantum well is investigated in
view of an experimental implementation. Furthermore, the effects of field-strength,
temperature, density, exciton dipole moment, and electron-hole mass asymmetry are
extensively studied by means of quantum Monte Carlo simulations. As a universal
melting criterion for classical and quantum few-particle systems a modified version of
the Lindemann parameter for the pair distance fluctuations is introduced.
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Kurzfassung

Die Zielsetzung der vorliegenden Arbeit ist die theoretische Untersuchung von physikalis-
cher Strukturbildung mit Hilfe von Computersimulationen. Von besonderem Inter-
esse sind Systeme aus nur wenigen geladene Teilchen in externen Fallenpotentialen,
welche die Realisierung und Kontrolle von starken Korrelations- und Quanteneffekten
ermöglichen. Derartige “künstliche Atome” besitzen im Gegensatz zu echten Atomen
besondere Eigenschaften: durch Steuerung des Einschlusspotentials können sie von
einem schwach gekoppelten Zustand in eine stark gekoppelte, kristalline Phase über-
führt werden.

Die erste zentrale Fragestellung ist den strukturellen Eigenschaften dreidimension-
aler Coulombkristalle gewidmet, die als Ionensysteme in Fallen sowie als komplexe
(Vielkomponenten-) Plasmen beobachtet werden. Die Grundzustandseigenschaften,
wie die Schalenstruktur, werden mittels Molekulardynamik-Simulationen näherungsfrei
studiert. Ein detaillierter Vergleich der theoretischen Resultate mit Experimenten dient
als Basis für eine Theorie dieser stark korrelierten klassischen Systeme.

Der zweite Themenkomplex befasst sich mit Elektron-Loch-Plasmen in dimension-
alitätsreduzierten Halbleiterheterostrukturen. Zunächst wird die Realisierung einer
geeigneten Potentialgeometrie für räumlich indirekte Exzitonen in einem einzelnen
Quantenfilm durch Anwendung des Quanten-Stark-Effekts im Hinblick auf eine exper-
imentelle Umsetzung untersucht. Desweiteren wird der Einfluss von Feldstärke, Tem-
peratur, Dichte, Dipolmoment der Exzitonen sowie Massenasymmetrie von Elektronen
und Löchern mit sehr umfangreichen Quanten-Monte-Carlo-Simulationen studiert. Als
ein universelles Schmelzkriterium für klassische und Quantensysteme aus nur wenigen
Teilchen wird eine modifizierte Form des auf den Paarabstandfluktuationen basierenden
Lindemann-Parameters eingeführt.
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1 Introduction: Plasma Crystals and
Artificial Atoms

1.1 Outline of the Thesis

Self-organized structure formation is one of the most fundamental processes in nature
and among the most exciting cooperative phenomena in the field of charged many-
particle systems. Many questions of many-body physics are not related to specific
materials, but rather of fundamental nature. Thus, the understanding of the details
of physical structure formation is of very general interest. In particular few-particle
systems in external trapping potentials are of interest in many fields of science, since
they allow to realize and control strong correlation and quantum effects.

Aim of this thesis is the investigation of structure formation of small particle ensembles
in confined geometries by means of computational simulation methods. Thereby, this
thesis focuses on two central topics related to mesoscopic classical and quantum Coulomb
systems: (1) spherically confined (multi-component) complex plasmas, and (2) electron-
hole quantum plasmas in dimensionality reduced semiconductor heterostructures.

The main results of this cumulative dissertation have been published in peer-reviewed
journal publications. Each chapter opens with a short introduction and overview, and
gives the reader additional information which is not included in the publications. The
publications are listed and appended at the end of the respective chapter to allow for
an easy access by the reader. The outline of this thesis is as follows:

Chapter 1 – Introductory Part. The first chapter provides a brief introduction into the
topic of strongly correlated few-particle systems in traps. Besides an overview of
the current status of research, this part introduces the theoretical model system,
physical key parameters and the problems of interest.

11



1 Introduction: Plasma Crystals and Artificial Atoms

Chapter 2 – Computational Approaches to the Many-Body-Problem. This second
introductory chapter briefly discusses the main concepts and ideas of the numer-
ical methods, which are centrally used in the frame of this work. In particular,
the specific advantages and limitations of the different many-particle simulation
approaches are critically reviewed. Additionally, the imaginary time path integral
representation of the density matrix is derived and its numerical solution with
efficient Monte Carlo methods is discussed.

Chapter 3 – First Principle Simulations of Finite Classical Systems in Traps. The
third chapter contains the first central topic of the present thesis and is devoted
to the structural properties of 3D Coulomb crystals, which have been observed
in trapped ion systems as well as in dusty plasmas. We study the ground state
properties, such as the shell structure, by first-principle molecular dynamics sim-
ulations. The detailed comparison of the theoretical results with the experiments
provides the basis for a theory of these strongly correlated classical systems.

Chapter 4 – Statistical Properties of Confined Systems. Chapter 4 aims at a deeper
insight into the statistical properties of confined plasmas and thereby naturally
connects the investigations on complex plasmas (chapter 3) and those of electron-
hole plasmas (chapter 5). The theoretical objective concerns (i) the dependence
of the ground state particle distribution of a confined plasma on the range of the
interaction potential, and (ii) the role of pair distance fluctuations as a universal
melting criterion for classical and quantum few-particle systems.

Chapter 5 – Spatially Indirect Electron-Hole Systems in Mesoscopic Traps. The
fifth chapter contains the results of the second major topic of this thesis. First
of all, we investigate the realization of a quantum Stark confinement for spatially
indirect excitons in a single quantum well in view of an experimental realization.
Further, we extensively study the effects of field-strength, temperature, density,
exciton dipole moment, and electron-hole mass asymmetry. The quantitative re-
sults of this chapter were primarily obtained with the finite temperature quantum
Monte Carlo method as introduced in chapter 2. Recent progress in the field
of strongly correlated classical and quantum plasmas is described in the review
article contained at the end of this chapter.

Chapter 6 – Summary and Discussion. The last chapter summarizes the main results
obtained in the thesis at hand.

12



1.2 Mesoscopic Strongly Coupled Coulomb Systems

1.2 Mesoscopic Strongly Coupled Coulomb Systems

The question concerning a finite number of interacting particles and how they arrange
themselves energetically most favourably is of fundamental interest not only in many
fields of physics, but also in chemistry, biology and beyond. Examples of strongly
correlated, two- and three-dimensional confined classical and quantum systems are:

• Localized charge densities of electrons in quantum dots and wells [1, 2] or electron
dimples on the surface of a helium droplet [3, 4] (as shown in figure 1.1).

• Crystallization of holes in mass asymmetric electron-hole-plasma in semiconduc-
tors [5], see section 5.3.

• Laser-cooled ion plasma crystals, which are confined by electromagnetic fields in
Paul or Penning traps [6]-[9] (see for instance figure 1.2). The classical ground
states which apply to recently observed spherical ion Coulomb crystals, see fig-
ure 1.3, are systematically analyzed in section 3.2.

• Two- and three-dimensional complex plasma crystals of highly charged dust micro-
spheres which are immersed in a discharge plasma of electrons, positive ions and
neutral atoms [10]-[15] (see figure 1.5 and 1.4). Dusty plasma crystals are the
main subject of chapter 3.

• Spatial, correlation-driven structures of inter-well exciton photoluminescence as
shown in figure 1.7 [16, 17, 18]. Strongly correlated states of spatially indirect
excitons are the central topic of chapter 5.

• Polymers [19], atomic and molecular clusters [20, 21, 22].

• Folded small protein structures in biochemical systems, e.g. [23].

The different nature of the mentioned examples shows that the occurrence of structure
formation is not a question of high or low temperatures; however, it is closely related
with the ratio of the mean interaction energy Eint to the average kinetic energy Ekin.
This defines the plasma coupling parameter

Γ =
|Eint|
Ekin

. (1.1)

A system becomes strongly coupled whenever the interaction energy dominates over the
kinetic energy. Furthermore, if the dimensionless parameter Γ exceeds a critical value
that is typically around Γcr & 100; the system of charged particles self-organizes in an

13



1 Introduction: Plasma Crystals and Artificial Atoms

Figure 1.1: Electrons in macroscopic dimples on the surface of liquid helium 4He. Configura-
tions of (a) 8 and (b) 20 dimples (appearing as dark spots) in an external potential of cylindrical
symmetry. From Ref. [4].

ordered, crystal-like state, and the detailed spatial arrangement as well as the structural
properties of the particle ensemble become important, e.g. [24].

In physical situations where the sizes of the particle wave functions are of the same order
of magnitude as the mean interparticle distance, quantum-mechanics becomes essential.
A second key quantity, which describes the particle correlations in quantum systems is
the Brueckner parameter rs defined by

rs =
a

aB
. (1.2)

This means that the quantum coupling parameter is given as the ratio between mean
interparticle particle distance a and the effective Bohr radius is aB = 4πε~2/(mq2).
In few-particle systems a is typically taken as the first peak of the pair distribution
function1. In the case of electrons (holes), q and m are the elementary charge e =
1.602·10−19 C and the effective electron (hole) band mass me(h), respectively. Hence, the
Brueckner parameter rs expresses the transition from a weakly coupled, ideal quantum
system (rs � 1) to a pure classical one (rs →∞). While both limits of Γ � 1 and rs � 1
are fully structureless, crystal-like states of matter are known to exist only under the
condition that Γ ≥ Γcr & 100 and rs ≥ rs,cr & 100. Consequently, the regime of strong
coupling can be achieved at moderate densities and low kinetic energies in the case of
elementary charged particles, but also at room temperature if the individual particles are
highly charged (such as complex plasmas with typically q = 1000e . . . 10000e, depending
on the particle size).

1In macroscopic homogeneous systems the interparticle distance a is often referred to as the Wigner-
Seitz radius a2D = (πn)−1/2 for 2D systems and a3D = (4/3πn)−1/3 for 3D systems with n being
the average density.

14



1.2 Mesoscopic Strongly Coupled Coulomb Systems

Figure 1.2: Crystalline structures formed by laser cooled Ca+ ions in a Paul trap [8]: Left:
Fluorescence pattern of N = 10 ions in the quasi-two-dimensional confinement showing a (2,8)
configuration. Right: Periodic system of 2D crystals for 1 to 18 ions. The side length of each
image is 123µm. The configurations are essentially in agreement with molecular dynamics cal-
culations in static 2D parabolic potentials [25, 26].

Figure 1.3: Recent observation of three-dimensional spherical Ca+ ion Coulomb crystals show-
ing shell structures. The Coulomb crystals are confined in a Paul trap and contain about 300,
700 and 1400 ions, from left to right. Typically, the temperature is T ≈ 5 mK, and the coupling
parameter is Γ ≈ 400. From Ref. [9, 27].

Figure 1.4: Picture of a Yukawa ball consisting of several hundred dust particles (white dots).
The ball has a diameter of about 7 mm and the dust grains are 3.5 µm sized. One clearly
recognizes the spherical shape and the nested shell structure of the cluster. The dust-dust coupling
parameter is on the order of Γ ≈ 1000. The electron and ion temperatures are Te ≈ 40, 000 K
and Ti ≤ 1000 K, respectively. From Ref [28].
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1 Introduction: Plasma Crystals and Artificial Atoms

1.3 Theoretical Modeling

The theoretical description of the classical and quantum Coulomb systems under con-
sideration begins with the many-particle Hamiltonian. This reads in coordinate repre-
sentation as

Ĥ(ri) =
N∑

i=1

− ~2

2mi
∇2

i +
N−1∑
i=1

N∑
j=i+1

V int(|ri − rj |) +
N∑

i=1

V ext(ri) , (1.3)

where ri denotes the coordinate of the i-th particle. The first term describes the dy-
namics of the particles and gives rise to structural disorder as well as an increase of
entropy. In contrast, the combination of a repulsive pair potential V int and a stabilizing
external confinement V ext allows for arbitrarily strong coupling of particles leading to
collective behaviour.

The fundamental, infinitely-long-ranged Coulomb pair potential causes the structure of
atoms, solid state matter, and all classical plasma correlation effects:

V int(ri − rj) =
q2

4πε|ri − rj |
. (1.4)

In section 3.2 and 4.3 the Coulomb potential is applied in its pure form to describe
the ground state and the melting process of spherical Coulomb clusters. It is also used
within all sections of chapter 5 for the first principle treatment of electron-hole bilayer
systems. Based on this fundamental potential, two (effective) short-ranged potentials
emerge which are implemented:

• in section 3.3 and 4.1, the Yukawa pair potential as an electrostatically screened
Coulomb potential,

• in section 5.2, the repulsive dipole-dipole interaction potential.

Within the present work we focus on external trapping potentials of harmonic form

V ext(ri) =
m

2
ω2

0ri
2 , (1.5)

which provides a useful approximation for arbitrary types of (especially isotropic) po-
tentials in the vicinity of the stable equilibrium point. Within a suitable range, the
parabolic approximation also applies to the lateral electrostatic exciton confinement,
which is analyzed in section 5.2. Considering the case of a pure Coulomb interaction,
due to the quadratic increase of confinement strength in the radial direction, one finds
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1.3 Theoretical Modeling

the density to be constant over the entire cluster (see section 4.2). This implies that
melting effects on the cluster surface are strongly reduced (see section 4.3).

In total, the considered model (1.3-1.5) has been very successful in describing charged
few-particle systems in various traps. This model has the advantage of analyzing order-
disorder transition phenomena in both classical and quantum systems on equal footing.
Due to universal scaling laws [29], similar physical correlation phenomena, such as
plasma crystallization, are present in completely different physical regimes. By use of
dimensionless energy and length scales, the theoretical results become universally valid;
nevertheless, they are still easily applicable to a particular experimental measurement.
Within the thesis at hand all quantities are reduced to a dimensionless form by choosing
characteristic units.

Classical systems: The most suitable base units of length and energy for classical sys-
tems are

r0 = (q2/2πεmω2
0)

1/3 , E0 = q2/(4πεr0) = (mω2
0q

4/32π2ε2)1/3 . (1.6)

Here, the base length r0 is the equilibrium distance of two identical classical par-
ticles in a harmonic confinement that interact via a Coulomb potential. Energies
are expressed in terms of the pair interaction energy E0 for this distance. A
dimensionless system of units is obtained by applying the transformation rules
{r → r/r0, E → E/E0}. The strength of the external confinement potential is
controllable by the harmonic trap frequency ω0, which defines in the classical case
the characteristic scales r0 and E0, but does not affect the obtained dimension-
less results. This fact clearly underlines the universal scaling behaviour of classical
many-body effects. Note that quantum effects naturally limit the universal scaling
which is found for classical systems.

Quantum systems: In contrast to the classical limit, in a pure quantum system the
kinetic energy does not vanish even for temperature T → 0, resulting in a fi-
nite spatial particle extension. For harmonically trapped quantum particles it is
therefore useful to introduce the oscillator length and energy as base units

l0 =
√

~/(me(h)ω0) , E∗
0 = ~ω0 . (1.7)

The strength of the harmonic confinement (and density) of a mesoscopic trapped

17



1 Introduction: Plasma Crystals and Artificial Atoms

system is characterized by the dimensionless coupling parameter

λ(ω0) =
EC

E∗
0

=
q2

4πεl0~ω0
=

l0
aB

. (1.8)

This relates the characteristic Coulomb energy EC = q2/(4πεl0) to the character-
istic confinement energy E∗

0 . Starting with a non-interacting quantum system at
λ = 0, we find that the system gradually becomes strongly coupled, as λ is in-
creased. Furthermore, in the limit λ→∞, the system transforms into a classical
one consisting of localized particles (see section 5.4).

Conversion: In order to form a comprehensive picture, it is often instructive to compare
the classical and quantum calculations, which can easily be done with the following
relations

r0
l0

= (2λ)1/3 ,
E0

E∗
0

= (λ2/2)1/3 . (1.9)

If one sets the interparticle distance a = r0, according to equation (1.2), one
obtains the two-particle approximation rs = r0/aB = (2λ4)1/3.

Hence, by specifying the corresponding system properties, the length and energy scale
are uniquely determined.

1.4 Finite-Size and Surface Effects

Finite-size, surface effects, as well as charge quantization are exceptional features inher-
ent to quantum and (quasi-)classical strongly coupled few-particle systems (figure 1.1-
1.7). From numerous experiments, e.g. [1, 11, 13, 30, 31, 32], and simulations, e.g.
[2, 25, 33, 34, 35, 36, 37, 38], finite Coulomb systems in a parabolic confinement po-
tential are known to arrange themselves in nested concentric rings (in 2D) or shells (in
3D systems). The arrangements have characteristic occupation numbers (N1, N2, . . .),
where Ni denotes the number of particles on the i-th ring or shell (starting from the
center).

A striking feature common to all mentioned few-particle systems is that their structure
and properties are very sensitive to the exact particle number. Different exceptional
physical situations were identified, in particular those involving so called “magic” con-
figurations [2, 34, 39, 40]. Interestingly enough, even without change of density or

18



1.4 Finite-Size and Surface Effects

Figure 1.5: Microimages of experimentally determined ground state configurations of dust crys-
tals in a 2D circular symmetric rf plasma trap with N = 2 to N = 21. The snap shots (exposure
time 1/30s) are taken from experiments by the group of Lin I (Taiwan) [11]. Note that the
comparison of the experimentally observed structures and packing rules, see figure 1.6, with
theoretical results allows one to clearly identify the combination of the underlying interparticle
interaction and trapping potential as well; cf. e.g. the different shell population numbers of
screened 2D dust clusters with that obtained for 2D ion Coulomb crystals in figure 1.2.

Figure 1.6: Classical 2D periodic table of the packing sequence for small N corresponding to
figure 1.5. For N = 3 to 5, the particles occupy a single shell only. For N = 6, a pentagon
with a single particle at the center is formed. In contrast to real atoms, where new electrons
add to outer orbitals if N is increased, the generic behavior is that the clusters grow alternately
one-by-one first in the center and then successively fill up the outer shell. For N = 17, the third
shell appears with the (1,5,11) configuration. Increasing N the particles periodically fill the third
shell. From Ref. [11].
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1 Introduction: Plasma Crystals and Artificial Atoms

Figure 1.7: Experiments on the spatial resolution of interwell exciton photoluminescence ob-
served within a circular electrostatic trap created by a 5 µm window in a opaque metallic mask
on top of GaAs/AlGaAs double quantum wells of 12nm width. Luminescence patterns measured
for excitation power PHeNe = 50µW and temperatures of (a) 1.74, (b) 3.90, (c) 4.25 and (d)
4.33 K. At T < 4K discrete patterns consisting of six equidistant spots were observed which start
to wash off with temperature increase. (e) the spatial structure of intrawell exciton luminescence,
here at 1.7 K, is not found to show such correlated states. From Ref [16].

temperature, qualitative transformations of the physical properties can be achieved just
by adding or removing a single charged particle [2]. This behavior of few-particle sys-
tems reflects the basis of chemistry: even the change of the particle number by a single
particle can result in drastically different collective properties (structural, electronic,
magnetic, transport or optical).

In addition, compared to real atoms, an even wider range of interesting physical ar-
rangements becomes accessible by controlling the confinement parameters via external
electric or magnetic fields [41] or even by tuning the effective particle interaction strength
[22, 38] (for details see chapter 5). An additional degree of freedom arises from the var-
ious confinement geometries. Examples include:

• Self-assembled quantum dots, which have a typical size between 10 and 50 nm.
Quantum dots are often considered as quasi-zero-dimensional because their strong
confinement in all three spatial directions allows for a full quantization of the
electron’s motion. This implies that the structure of their energy spectrum can
be engineered by tuning the shape and size of the potential well.

• Thin two-dimensional single or multilayer traps, such as single or bilayer semi-
conductor quantum wells. These consist of one or two nm-thin epitaxial layers
that are sandwiched between layers of another semiconductor material with higher
conduction-band energy.

• Real three-dimensional geometries, have been recently generated for ion plasmas
[27] as well as dusty plasmas [15]. 3D traps allow for spherical but also strongly
anisotropic (e.g. ellipsoidal) cluster shapes, see e.g. [42].

20



1.4 Finite-Size and Surface Effects

Aside from the number of confined dimensions, the particular shape and strength of
the trapping potential, there are variable particle properties such as the dipole moment
(e.g. that of spatially indirect of excitons in semiconductors), the effective band mass
of electrons and holes (of different semiconductor materials), or the particle charge in
dusty plasmas. Hence, controlling all mentioned trap and particle parameters as well as
the exact number of trapped particles, their polarity etc. offers researchers an excellent
opportunity to study finite-size phenomena and phase transitions under a vast variety
of different conditions.

With respect to the outlined high degree of variability, strongly coupled few-particle
systems in traps are often considered as manufacture-designed “artificial atoms” or
“superatoms” [30]. In allusion to the periodic table of the chemical elements, periodic
Mendeleev-type tables have been extensively studied, in particular for parabolically
confined classical systems, where the number of particles N is the only free parameter (in
dimensionless units). Many of these investigations focused primarily on two-dimensional
single layer systems, see e.g. figure 1.5 and figure 1.6 [2, 13, 14, 26, 34, 36, 39, 43, 44, 45,
46, 47]. Within the frame of this work, the ground state configurations of parabolically
confined mesoscopic 3D Coulomb crystals (see section 3.2) and that of dipolar electron-
hole bilayer systems (see section 5.4) have been systematically analyzed, extended and
partially corrected. The obtained results are of utmost significance, as the structural
symmetries have a deep impact on most static and dynamical properties of strongly
coupled few-particle systems. Moreover, special interest arises from the fact that the
shell configurations are very sensitive to the fundamental interactions (as exposed in
section 3.3 and 5.4). Hence, the question about the structure of few-particle clusters in
strongly confined geometries emerges as a key issue for a variety of phenomena occurring
physical systems at different energy and length scales, and has immediate importance
for the understanding of collective behaviour.
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2 Computational Approaches to the
Many-Body-Problem

Structure formation of matter was (and still is) one of the main open problems in sci-
ence for long times. The problem is closely related to the exact treatment of many-body
correlations. To rigorously take into account the mutual interplay between a large num-
ber of individual particles requires either solving multi-dimensional integrals or systems
of high-order differential equations, which are coupled by interaction terms. In the
case of strong correlations, the mathematical problem cannot be reduced without over-
simplifications, because analytical approaches often involve more or less uncontrollable
approximations to reduce the problem’s inherent strongly non-linear feedback effects.

However, the tremendously fast development of digital computers in the last decades,
and in particular the growing availability of cheap computer equipment such as desktop
PCs and Linux clusters, enables researches nowadays to solve many of the fundamental
equations of physics without mathematical simplifications — from first principles.

Today, modern numerical methods are central part of all directions in (natural) sciences
as well as industrial engineering, research and development for several reasons:

• computer-simulated experiments do not require extensive laboratory facilities,

• the model “experiments” can be arbitrarily often repeated and easily modified,

• comprehensive and concurrently detailed scans of large parameter sets and ranges
can help to define the conditions of exceptional physical phenomena or optimal
settings for real physical experiments,

• computer simulations can provide maximum information at the microscopic level
and therefore help to give a deeper understanding of laboratory measurements.

In the work at hand, we will concentrate in particular on trapped few-particle systems.

23



2 Computational Approaches to the Many-Body-Problem

These small systems serve as very suitable (classical and quantum) laboratories for
the investigation of fundamental many-body interaction phenomena because they do
not require undesirable simplifications of the fundamental equations with regard to
limited computational capabilities. Moreover, in trapped systems there are no periodic
boundary conditions to consider that may introduce correlational artifacts.

Two essentially different particle-based bottom-up approaches have been used for our
theoretical investigations.

Deterministic simulation models: The strict deterministic integration of the classical
equations of motion for many-particle systems are commonly named molecular
dynamics. Once the positions and velocities of all individual particles are known,
their dynamical propagation through the position-momentum phase-space can be
directly computed. Molecular dynamics has been utilized to calculate the ener-
getically most favourable states of Coulomb and Yukawa balls (see chapter 3).

Stochastic simulation models: Random number based Metropolis Monte Carlo meth-
ods (MC) are applied to efficiently sample the high-dimensional configuration
space. Both, classical thermodynamic and quantum MC techniques are applied to
study finite-temperature equilibrium problems (see sections 4.3, 5.2 and 5.3).

The aforementioned computational tools are standard and widely used to investigate
structures, dynamics and thermodynamics in physics, chemistry, biology, economics,
material science, astrophysics etc. Hence, we will limit our explanations to a brief
overview of the conceptual ideas behind the pursued methods.

2.1 Molecular Dynamics Simulation

The molecular dynamics method (MD) was originally introduced by B. J. Alder and
T. E. Wainwright in the late 1950’s with the aim to calculate many-body correlations
of classical hard sphere systems exactly by means of “electronic computors” [48, 49, 50]
(see figure 2.1). Valuable insights concerning the collective behavior of interacting many-
body systems emerged from their studies with the first super computers. A prominent
example is the evidence of crystal-like stable structures in 2D systems at finite tempera-
ture. Down to the present day, molecular dynamics has evolved into the probably most
frequently used method to study time-dependent processes in many-particle physics.

In molecular dynamics the time propagation of the N -particle Hamiltonian (1.3) is
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2.1 Molecular Dynamics Simulation

Figure 2.1: Molecular dynamic motion simulated by means of the first mainframe computers
by Alder and Wainwright [49, 50]. Shown are the trajectories of several ten hard sphere particles
with periodic boundary conditions in the quasi-long-range ordered solid phase (left), after it
has transformed to the short-range ordered fluid phase (middle), and in the liquid-vapor region
(right). Each picture follows the system for 3000 collisions.

achieved by high-precision numerical integration of the N coupled Newtonian differential
equations Fi = mi

d2

dt2
ri. These equations can be split into a coupled system of first-order

ordinary differential equations (ODEs)

d

dt
ri = vi , (2.1)

d

dt
vi =

Fi

mi
, (2.2)

for the motion of the particles i = 1 . . . N of mass mi, position ri, velocity vi and the
total force

Fi = −∇ri

V ext(ri) +
1
2

N∑
j 6=i

V int(ri − rj)

 . (2.3)

The considered conservative force is due to the external confinement and the mutual
particle-particle interaction energies.

The numerical time integration is performed by means of an adaptive stepsize controlled
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algorithm based on the fifth-order Runge-Kutta formula

k1 = hf(xn, yn) , (2.4)

k2 = hf(xn + a2h, yn + b21k1) , (2.5)

. . .

k6 = hf(xn + a6h, yn + b61k1 + · · ·+ b65k5) , (2.6)

yn+1 = yn + c1k1 + c2k2 + c3k3 + c4k4 + c5k5 + c6k6 +O(h6) , (2.7)

which requires six (force) function evaluations to advance the solution through the
interval h from xn to xn+1 ≡ xn + h. Another combination of the six functions yields
an embedded fourth-order Runge-Kutta formula

y∗n+1 = yn + c∗1k1 + c∗2k2 + c∗3k3 + c∗4k4 + c∗5k5 + c∗6k6 +O(h5) , (2.8)

where ai, bij , ci and c∗i are the Cash-Karp coefficients [51]. The difference between the
fourth- and fifth-order accurate estimates of y(x + h) gives an appropriate estimate of
the local numerical truncation error

∆(h) ≡ yn+1 − y∗n+1 =
6∑

i=1

(ci − c∗i )ki , (2.9)

which is employed to adapt the stepsize h in a way that the desired degree of pre-
determined accuracy in the trajectories is achieved with minimum computational ef-
fort. Especially for small particle numbers, where the minimum two-particle distance
(and hence the force field amplitude) strongly alternates during the simulation run, the
adaptive algorithm provides drastic performance gains by a factor of ten to hundred
compared with the standard fixed step size Runge-Kutta method of fourth-order. For
implementation details see Ref. [52, 53].

2.2 Metropolis Monte Carlo Method

The classical Monte Carlo approach has been applied to study the liquid-to-solid tran-
sition as a function of the heat-bath temperature (see section 4.3 and 5.2). Unlike
molecular dynamics, the Monte Carlo method is stochastic rather than dynamical and
thus, following the general concept, only statistical averages of equilibrium properties
can be computed.
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2.2 Metropolis Monte Carlo Method

The original idea of this stochastic simulation method was coined by E. Fermi, J. von
Neumann, S. Ulam, and N. Metropolis, who proposed in 1953 a stochastic algorithm to
generate microstates according to the Boltzmann distribution, so that thermal averages
can be computed easily [54]. This famous Metropolis sampling scheme has been recently
rated as being among the top ten algorithms having the “greatest influence on the
development and practice of science and engineering in the 20th century” [55].

To describe the considered model system (1.3) by means of MC methods the dynamical
physical process has to be transformed into a stochastic one. A key element in the
Metropolis Monte Carlo procedure is thus the concept of the Markov chain. It means
that the immediate sequencing state depends on the present state only, regardless of
the preceding development of the system. The Markov process generates a path in the
configuration space and all quantities of interest are averaged along this trajectory which
is the probabilistic analogue to that generated by the equations of motion in molecular
dynamics [56, 57] (see figure 2.1).

In mathematical terms the Markov chain is defined as a sequence of sample points i in
the configuration space Ω

rN
0

W−→ . . .
W−→ rN

i
W−→ rN

i+1
W−→ rN

i+2
W−→ . . . , (2.10)

where the vector rN
i = (r1, r2, . . . , rN )i ∈ Ω of dimension 3N comprises the coordinates

of all N particles. The transition operator W (rN
i → rN

j ) has to obey the detailed balance
condition [58]

P (rN
i )W (rN

i → rN
j ) = P (rN

j )W (rN
j → rN

i ) , (2.11)

for each MC step from one to any other state. In thermal equilibrium at fixed external
heat bath temperature T the probability P (rN

i ) of obtaining configuration rN
i is weighted

according to the Boltzmann probability distribution

P (rN
i ) = e−βE(rN

i )/Z , (2.12)

where β = E0/kBT is the dimensionless inverse temperature, kB is Boltzmann’s con-
stant, E the (dimensionless) total system energy according to Hamiltonian (1.3) and
Z =

∑
Ω e

−βE(rN
i ) the partition function of the canonical ensemble. Hence, the relative

transition probability for the step rN
i → rN

j is a function of the total energy change
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∆E = E(rN
j )− E(rN

i ) only

W (rN
i → rN

j )

W (rN
j → rN

i )
= e−β∆E . (2.13)

This equation is satisfied by the Metropolis function [54]

W (rN
i → rN

j ) =

 exp(−β∆E) ∆E > 0

1 ∆E ≤ 0 .
(2.14)

This means, if a trial move rN
i → rN

j lowers the energy, then the step is always accepted.
However, if the energy is increased, the trial step is accomplished with a probability
W < 1 only and otherwise rejected.

Starting from an arbitrary configuration rN
0 ∈ Ω, after an initial thermalization time

of the simulation, the expectation value of the ensemble average of a generic physical
quantity A(rN ) can be estimated as an arithmetic mean over the Markov chain of K
consecutive MC steps

〈A〉 =
∑
i∈Ω

P (rN
i )A(rN

i ) ≈ 1
K

K∑
k=1

A(rN
k ) . (2.15)

A central point in this context is the ergodicity of the Markov process which refers to the
condition that any state in the configuration space has to be accessible from any other
state in a finite number of MC steps. An inherent problem with respect to the ergodicity
in strongly correlated systems is, naturally, the (exponentially) growing autocorrelation
time with the system size which may easily exceed the simulation time. Especially at
low temperatures it has to be taken care of that the statistics are not biased, since
the expectation values of the observed quantities may seem to have converged although
the system is trapped in local minima and has barely moved in the configuration space
Ω. However, one should be aware of that long simulation times do not automatically
guarantee more accurate results generally as accounted for in section 4.3.

Recommendable reviews on the subject of classical Monte Carlo simulations are to be
found, for example, in Ref. [56, 57, 59, 60].
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2.3 Path Integral Monte Carlo

The path integral Monte Carlo simulation (PIMC) technique is founded on R.P.
Feynman’s path integral formulation of quantum mechanics which, contrary to E.
Schrödinger’s and W. Heisenberg’s differential equation formalism, naturally general-
izes the ideas and concepts of classical mechanics, especially Hamilton’s principle of
least action. In spite of its intuitivity and theoretical smartness, the evaluation of the
path integrals is by far not trivial since one has to integrate over all possible states of
the system for each moment in time [61].

In analogy to classical statistical mechanics, where thermal equilibrium expectation
values are defined as a canonical average of all microstates weighted by the Boltzmann
factor (see equation 2.15), the equilibrium state of a quantum system at a given inverse
temperature β is fully characterized by the many-body density operator,

ρ̂(β) = e−βĤ =
∑

n

|ψn〉 e−βEn 〈ψn| . (2.16)

This statistical operator ρ̂ is defined as the superposition of the pure N -particle eigen-
functions |ψn〉, which are exponentially weighted with their eigenvalues En according
to the stationary Schrödinger equation Ĥ |ψn〉 = En |ψn〉. Thus, the concept of the
density operator generalizes that of the wave function to finite temperatures, i.e., mixed
ensembles. The thermal average of an observable Â, which is diagonal in basis |ψn〉, is
in the thermodynamic equilibrium, defined as

〈Â〉(β) =
∑

n e
−βEn 〈ψn|Â|ψn〉∑

n e
−βEn 〈ψn|ψn〉

=
Sp[ρ̂Â]
Sp[ρ̂]

=
Sp[ρ̂Â]
Z

, (2.17)

where the trace of ρ̂ provides the quantum partition function

Z = Sp[ρ̂] ≡
∑

n

e−βEn . (2.18)

The partition function determines all thermodynamic quantities of the system in ques-
tion. However, equation (2.16) requires to find the complete energy spectrum by solving
the N -particle Schrödinger equation, which in most cases is impossible for interacting
systems. As we will see, we can get around this problem by using a (path) integral
representation of the N -particle density matrix, which can be evaluated efficiently with
the help of numerical Monte Carlo methods.

To do so, we first change into the basis of position vectors rN = (r1, r2, . . . , rN ), where
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the off-diagonal density matrix becomes a function of 6N particle coordinates, i.e.,

ρ̂→ ρ(rN , rN ′
;β) ≡ 〈rN |e−βĤ |rN ′〉 =

∑
n

ψ∗n(rN )e−βEnψn(rN ′
) . (2.19)

Note that in the position basis all particles are labeled. Moreover, the function values
of the density matrix are positive1 for all of its arguments and have the meaning of
a probability for the transition from the initial rN to the final state rN ′ . The non-
negativity of the density matrix elements is an essential prerequisite for the subsequent
application of Monte Carlo methods. In coordinate representation the thermal average
of operator Â becomes

〈Â〉(β) =
∫

drN 〈rN |ρÂ|rN 〉
Z

=
∫

drN
∫

drN ′
ρ(rN , rN ′

;β) 〈rN |Â|rN ′〉
Z

, (2.20)

and the partition function

Z(β) =
∫

drNρ(rN , rN ;β) . (2.21)

In general, these functional integrals cannot be carried out since an explicit analytical
form of ρ(rN , rN ′

;β) is most commonly unknown for non-ideal quantum systems. To
overcome this problem, we will reduce the density matrix to the one known for free
particles in the high-temperature limit. To this end we utilize the product property of
the density matrix

ρ̂(β) = e−βĤ = e−
β
M

Ĥ · . . . · e−
β
M

Ĥ︸ ︷︷ ︸
M times

=
M∏

s=1

ρ̂

(
β

M

)
, (2.22)

which allows us to expand a low-temperature density matrix into a series of density
matrices at M times higher temperature, where the particle interactions are strongly
reduced (by a factor 1/M). Insertion of M − 1 high-temperature factors gives us the

1Here we do not yet consider the problematic issue of Fermi statistics.
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density matrix in the position basis

ρ(rN , rN ′
;β) = 〈rN |e−βĤ |rN ′〉

= 〈rN |
M∏

s=1

e−
β
M

Ĥ |rN ′〉 (2.23)

=
∫
. . .

∫
drN

1 drN
2 . . .drN

M−1

M−1∏
s=0

〈rN
s |e−

β
M

Ĥ |rN
s+1〉 (2.24)

=
∫
. . .

∫
drN

1 drN
2 . . .drN

M−1

M−1∏
s=0

ρ

(
rN
s , r

N
s+1;

β

M

)
, (2.25)

where the ordered set (rN
0 , r

N
1 , . . . , r

N
M ) represents a path in the configuration space.

Expression (2.25) is exact and comprises in the limit M → ∞ an integration over all
possible paths through configurational space linking the fixed initial and final points
rN
0 = rN and rN

M = rN ′ . Interestingly, the partition function, equation (2.21), now
becomes an integral that runs over closed paths

Z(β) =
∫
. . .

∫
drN

1 drN
2 . . .drN

M−1

M−1∏
s=0

ρ

(
rN
s , r

N
s+1;

β

M

)
, rN

0 = rN
M , (2.26)

and is thus determined by the off-diagonal (high-temperature) density matrix elements.

Considering the system in question (see section 1.3), the Hamiltonian consists in its
general form,

Ĥ = K̂ + V̂ , (2.27)

essentially of two non-commuting N -particle operators, the kinetic K̂ and the poten-
tial V̂ operator with [K̂, V̂ ] 6= 0. Expansion yields a cumbersome expression for the
exponential operator

e−
β
M

(K̂+V̂ ) ≈ e−
β
M

K̂e−
β
M

V̂ e−( β
M

)2[K̂,V̂ ]/2e−( β
M

)3[[V̂ ,K̂],K̂+2V̂ ]/6 +O((β/M)4) (2.28)

≈ e−
β
M

K̂e−
β
M

V̂ e−( β
M

)2[K̂,V̂ ]/2 +O((β/M)3) (2.29)

≈ e−
β
M

K̂e−
β
M

V̂ +O((β/M)2) . (2.30)

However, Trotter’s product formula states for the self-adjoint operators K̂ and V̂ , which
are bounded from below in a Hilbert space, that in the limit of a large number of high-
temperature factors, M →∞, the total density matrix (2.22) can be approximated as a
simple product of potential and kinetic density matrices by neglecting the commutators
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from the exact operator identity (2.28)-(2.30), i.e.,

ρ̂(β) = e−β(K̂+V̂ ) =
[
e−

β
M

(K̂+V̂ )
]M

(2.31)

!= lim
M→∞

[
e−

β
M

K̂e−
β
M

V̂
]M

(2.32)

≈
[
e−

β
M

K̂e−
β
M

V̂
]M

+O
(

1
M

)
. (2.33)

Note that the validity of the approximation made for finite M in the last step (2.33) is
not at all obvious due to the propagation of the error terms with respect to the ratio
β/M [62, 63]. The error of the high-temperature representation is therefore strongly
affected by the number of high-temperature factors M . Hence, the convergence with M
has to be checked carefully for each particular system under study.

The high-temperature matrix element ρ(rN
s , r

N
s+1;β/M) in the equations (2.25) and

(2.26) can be approximated as

ρ(rN
s , r

N
s+1;β/M) ≡ 〈rN

s |e−
β
M

(K̂+V̂ )|rN
s+1〉 (2.34)

≈ 〈rN
s |e−

β
M

K̂e−
β
M

V̂ |rN
s+1〉 (2.35)

= e−
β
M

V (rN
s ) 〈rN

s |e−
β
M

K̂ |rN
s+1〉 , (2.36)

where V̂ is diagonal in the spatial coordinate representation. The kinetic energy density
matrix elements of free particles are obtained by a momentum eigenstate expansion

〈rN
s |e−

β
M

K̂ |rN
s+1〉 =

∫
dpN 〈rN

s |pN 〉 e−
β
M

PN
i=1

p̂ 2
i

2mi 〈pN |rN
s+1〉 (2.37)

= λ−3N
M e

− π

λ2
M

(rN
s −rN

s+1)2

. (2.38)

Here we take advantage of the diagonality of the kinetic operator K̂ =
∑N

i=1
p̂ 2

i
2mi

in
momentum space, and that the Gaussian type integral can be evaluated analytically
after the explicit expressions for the plane waves 〈rN

s |pN 〉 and 〈pN |rN
s+1〉 have been

substituted. The term λM =
√

2π~2β/mM denotes hereby the thermal De Broglie
wave length. Insertion of the high-temperature matrices (2.36) and (2.38) into equation
(2.25) provides us the discrete time path integral representation of the N-particle density
matrix

ρ(rN , rN ′
;β) ≈

∫
. . .

∫
drN

1 drN
2 . . .drN

M−1e
− π

λ2
M

PM−1
s=0 (rN

s −rN
s+1)2

e−
β
M

PM−1
s=0 V (rN

s ), (2.39)

which is valid for arbitrary quantum systems with the Hamiltonian (2.27).
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Following the analogy between Feynman’s original idea of a time-evolution operator
Û(t, t′) = e−iĤt/~ and the definition in equation (2.16), the inverse temperature β is
often considered as imaginary time, where t↔ β~/i and the imaginary time step δβ =
β/M . Thus, the integer numbers s = 1 . . .M −1 are commonly named “imaginary time
slices” since only particle images within the same slice rN

s interact via the weakened
(iso-time) potential v(rN

s ) = V (rN
s )/M with each other. The classical-like particle

images in successive slices {rN
s , r

N
s+1} are linked by a spring-like energy term, which

is due to the quantum mechanical kinetic energy of the free particle and ensures a
finite particle extension. Hence, in the imaginary-time path integral formulation a
quantum system becomes mapped onto a classical one such that each physical (quantum)
particle is represented by a path through M positions (here called particle images) in the
configuration space at different values in imaginary time. This path forms a classical (!)
ring polymer of M links. Depending on the inverse temperature β and particle mass m
the spring coupling becomes more or less rigid and, consequently, the quantum particles
become more or less delocalized.

Most of the thermodynamic quantities, such as energies, are determined by the trace of
the density matrix (2.39), i.e., closed imaginary time trajectories form rN to rN ′

= rN .
For instance the probability p(r∗) to observe an arbitrary particle at the position r∗ is
given as arithmetic average over the imaginary time paths of all N particles

p(r∗) =
1

NM

N∑
i=1

M−1∑
s=0

〈δ(r∗ − ri
s)〉ρN

, (2.40)

where 〈. . .〉ρN
defines the thermodynamic average according to equation (2.20).

So far, only quantum systems composed of distinguishable spinless particles (Boltzman-
nons) have been considered. However, even in the considered case that the Hamilto-
nian does not explicitly depend on the particle spin, inclusion of quantum statistics
requires sampling of the particle permutations in addition to the integrations in coor-
dinate space. More specifically, the obtained many-body density matrix (2.39) has to
be properly symmetrized with respect to an arbitrary exchange of two indistinguishable
Bosons (e.g. bosonic atoms, molecules or excitons), i.e.,

ρS(rN , rN ′
;β) =

1
N !

∑
P

(+1)Pρ(rN , P̂rN ′
;β) , (2.41)

or, respectively, antisymmetrized under arbitrary exchange of two indistinguishable
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Fermions (such as electrons or holes with the same spin projection), i.e.,

ρA(rN , rN ′
;β) =

1
N !

∑
P

(−1)Pρ(rN , P̂rN ′
;β) , (2.42)

where P̂ is the permutation operator on the particle indices and P is the parity of
the permutation. In the picture of path integral theory, the permutations can be de-
composed into a sequence of two-particle exchanges along the imaginary timeline. The
pair exchanges are carried out by transposition of particle positions in particular time
slices by what the paths of several particles can become merged into a single one. Such
multi-particle paths correspond to the off-diagonal elements of the density matrix.

The superposition of all N ! permutations of N identical particles leads to the inher-
ent (numerical) Fermion sign problem since the alternating sign of the prefactor in the
case of Fermions, equation (2.42), causes an essential cancellation of positive and neg-
ative contributions corresponding to even and odd permutations, respectively. Thus,
an accurate calculation of this vanishing differences is strongly aggravated with the in-
crease of quantum degeneracy arising at low temperatures and high densities, where all
permutations appear with equal probability.

The high-dimensional convolution integrals of the density matrix, equation (2.39),
(2.41), and (2.42), over 3N(M − 1) degrees of freedom2 can be numerically evaluated
by a slightly modified version of the Metropolis sampling algorithm outlined for the
classical systems. However, to reduce the computational efforts and to increase the
efficiency of the Monte Carlo sampling various sophisticated move strategies (e.g. the
multi-level bisection sampling method or the worm algorithm [64]), approximations for
the pair density matrix (e.g. using matrix-squaring technique [65, 66]), fast converging
estimators with less statistical variance and many further improvements have been de-
veloped over the last decades. For further (technical) details on this subject, we refer the
interested reader to the following recommended in-depth references [58, 59, 67, 68, 69].

2.4 Aspects of Many-Particle Simulations

Today, modern experimental techniques allow for a selective manipulation of small
micro- and nanoscale systems of only ten or hundred particles. Although the funda-
mental physical laws which can describe these measurements are well-known, exact an-

2We typically use numbers of high-temperature factors M in the range 100 ≤ M ≤ 300.
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alytical solutions are available only for a very limited number of many-particle systems
such as ideal solids (i.e. highly periodic structures without any lattice defects or distor-
tions) or non-interacting classical (i.e. Γ � 1) or quantum gases (rs � 1). However,
interaction makes things much more interesting but also more complex and theoret-
ically challenging. In most practical cases the fundamental many-body Hamiltonian
(1.3) cannot be directly diagonalized and more efficient numerical methods are needed.
As a matter of fact, even simple models used to describe interacting quantum systems
in the regime of strong particle correlations are computationally very demanding (see
chapter 5).

For the investigation of ground states and phase transitions we utilize different classical
and quantum bottom-up approaches. This means, the theoretical description starts
at the microscopic level of individual particles and, thereby, takes fully into account
all microscopic many-particle interactions. The only simulation input data involved
are the fundamental pair interaction potentials as well as the boundary (confinement)
conditions. Hence, the theoretical framework of computational bottom-up methods on
hand allows for a highly flexible modeling with regard to the specific experimental setup
(trap geometry, external fields, number of particles etc.) and yields direct results that
are free from any fit parameters.

In the following we give a short comparison of the advantages and shortcomings of the
different computational approaches we used to solve the many-body-problem (see table
2.1).

Particle Picture

The most obvious difference between the considered computational simulation methods
lies in the underlying description of the particle nature. Molecular dynamics and ther-
modynamic Monte Carlo are purely classical techniques, i.e., the individual particles
are reduced to their center of mass coordinates. The classical approach is doubtlessly
well-suited in the limits of high temperatures and low densities and allows for an efficient
treatment of large particle numbers.

The basic idea of PIMC lies in the isomorphism between quantum particles and classical
ring polymers, which allows to model quantum systems accurately with high-performant
classical Monte Carlo methods, under inclusion of quantum effects such as finite spa-
tial particle extensions, quantum zero-point energy, tunneling and quantum statistics.
However, in contrast to wave-function based methods like Hartree-Fock, PIMC provides
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Feature MD NMA MC PIMC SCHF
Particle descrip. point mass point mass point mass polymer† wave fctn.
Dynamical prop. +++ + – – +
Correlations +++ ++ +++ +++ –
Quantum statistics – – – ++‡ +++
No. of particles ≤ 10000 ≤ 1000 ≤ 10000 ≤ 250 ≤ 25
Ensemble§ NVE – NVT NVT µVT

Table 2.1: Rating of different computational approaches to the many-body problem of classical
and quantum systems used in this work: molecular dynamics (MD), linear dynamics by nor-
mal mode analysis (NMA), Metropolis Monte Carlo (MC), path integral Monte Carlo (PIMC),
and self-consistent (ground state) Hartree-Fock (SCHF). The shortcomings and strengths of the
different techniques are rated from − (not accessable) to +++ (excellent), respectively. As a
benchmark of the numerical efficiency of the methods we specify the number of individual parti-
cles, which can be simulated in a typical run on a desktop PC (in the year 2008). The statistical
ensemble can be characterized by (fixed) particle number N , chemical potential µ, total energy
E, temperature T or volume V . † Polymers of classical-like particles representing the N -particle
density, ‡ more specifically: Bosons: +++, Fermions: +, § ensembles used in the present work.
Details are to be found in the text.

information on the density level only. This means that the computed quantities of in-
terest (see below) are formally exact, but the density picture may lead to qualitative
misinterpretations in the understanding of the system (see section 5.4) as it yields only
amplitude, but no phase information of the N -particle wave function.

Many-Particle Correlation Effects

In the present thesis we are interested in strongly interacting plasmas, where the mutual
particle interaction is essential and cannot be treated as a small perturbation. With
the described computational methods it is possible to include interparticle interactions,
such as Coulomb repulsion (1.4), and thus cooperative phenomena from first principles.
Molecular dynamics include all dynamical many-body correlations, but neglect quantum
dynamical effects. Also the classical and quantum Monte Carlo method take into account
correlation effects without any simplifications. Beside these particle-based methods,
the idea of Hartree-Fock (as the simplest approximation of many-body theory) is the
reduction of the many-body problem to an effective one-particle problem by neglecting
all correlation effects3. The self-consistent Hartree Fock scheme is appropriate for the
exploration of many-particle ground states (that is T = 0) and yields essentially better
results than perturbation theories for rs > 1 (see section 5.4).

3More specifically, the pair interactions are replaced by a mean-field (Hartree) potential plus an addi-
tional exchange (Fock) term, which assures quantum statistics.
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Thermodynamic Ensemble

Another important distinction between the different considered simulation techniques
concerns the statistical ensemble and, in particular, the conservation of total energy and
fixation of temperature. The Metropolis algorithm generates samples in the canonical
ensemble, which allows for constant (non-zero) temperature simulations yielding direct
thermodynamic averages. Because of this, Monte Carlo methods are particularly well
suited for the investigation of phase transitions in classical and quantum systems. Apart
from that, MD can be utilized to generate microcanonical states in the phase space that
conserve the total energy (kinetic plus potential energy) of the system.4

Quantum Effects

While many systems can be described in a classical approximation, there is a large class
of systems for which a classical or semi-classical approximation is not valid. However,
in particular these complex many-body quantum systems are of high scientific interest
in this work (see chapter 5). One of the main differences between quantum and classical
systems is the finite particle extension and prevailing quantum fluctuations even at a
temperature of absolute zero, at which all thermal fluctuations are frozen out. In the
PIMC method the quantum fluctuations are ensured by fluctuations on the imaginary
timeline, while in classical Monte Carlo simulations no kinetic energy is included at all.

As a matter of fact, the PIMC method is one of the most powerful available numerical
tools for the treatment of strongly correlated quantum systems. Despite the complexity
of a physical system the PIMC algorithm achieves excellent performance, as long as the
particles obey Boltzmann5 or Bose statistics. While the path integral method is able
to treat significantly more than 100 Bosons (or Boltzmannons), it is limited to system
sizes of only very few, typically 5 − 10, Fermions at temperatures in the range of the
Fermi temperature. The Fermion sign problem (see section 2.3 for details) manifests
itself as one of the most challenging problems in computational physics and restricts our
investigations to 3− 5 composite excitons only (see section 5.2). Although different ap-
proaches provide remarkable improvements, either by appropriate approximations at the

4It is worth to note here that the implementation of (canonical) constant-temperature MD, especially
in the context of small few-particle clusters, has always a somewhat manipulative character with
respect to the dependence on the choice of the thermostat and the fluctuation contributions [70].
This means that thermodynamic Monte Carlo simulations are often preferred for the computation
of equilibrium properties.

5PIMC runs most efficiently if quantum statistics is neglected and the particles are assumed to obey
Boltzmann statistics. See section 2.3 for details.
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analytical level (restricted PIMC [67, 71]), direct simulations (direct PIMC [72, 73]) or
algorithmic strategies (such as multilevel blocking [74, 75]), the problem of a sufficiently
accurate and efficient computation of the alternating sign of probability contributions to
the fermionic expectation values still remains crucial for practical purposes. A general
solution to the sign problem would allow to greatly extend the range of applicability of
PIMC and mark a big step in the ab initio modeling of strongly correlated electronic
systems.

Quantum Dynamics

Based on an equilibrium theory, PIMC simulations are able to yield first-principle results
of thermodynamic (equilibrium) properties only. The “exact” treatment of the time
evolution of quantum systems requires the solution of the von Neumann equation, i.e.,
the equation of motion of the N -particle density operator

i~
∂

∂t
ρ̂(t) = [Ĥ, ρ̂(t)] , (2.43)

where the brackets denote the commutator. However, up to now no numerical efficient
and robust method such as PIMC has been established for time-dependent problems.
In the case of purely classical, point-like particles (such as ions at low densities or dust
grains), equation (2.43) reduces to the classical law of motion and can be directly numer-
ically integrated (see section 2.1). As the name implies, the MD method generates true
many-particle dynamics and allows for direct computation of both equilibrium and non-
equilibrium properties of classical systems (see figure 2.2). In an important theoretical
advance, the classical molecular dynamics framework has been extended to include quan-
tum dynamical effects of many-body systems. In the most straightforward approach,
dominant quantum effects are included into “precalculated” pair potentials, which saves
the time-consuming effort of the solution of the electronic structure problem at each
molecular dynamics step. Using effective interaction potentials, which capture basic
quantum diffraction but also spin effects [76], the range of applicability of the classical
simulation scheme can be significantly extended, particularly, to the region of weakly
and moderatly coupled quantum systems [70]. Alternative trajectory-based concepts
that describe dynamical correlations of quantum systems are “wave packet molecular
dynamics” [77], “quantum dynamics with Bohmian trajectories” [78], “Wigner function
molecular dynamics” [79] or “centroid molecular dynamics” [80], which incorporates
discrete path integral formalism into molecular dynamics. However, all these methods
(which are currently under active development) have their own strengths but also short-
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comings, which are, among others, related to the accurate description of wave packet
dispersion, bound-state formation, strong correlation effects, quantum statistics, nu-
merical stability and so on.6 Moreover, all particle-based schemes do not yield reliable
information about the population of quantum energy levels and excitation processes
as do powerful time-dependent Hartree-Fock and quantum kinetic approaches [81, 82].
However, the latter are limited by the inefficient treatment of correlation effects [83].
Due to these reasons, we will limit our investigations to the equilibrium properties of
electron-hole plasmas in semiconductor nanostructures (see chapter 5).

As mentioned in section 2.2, the correlated subsequent states of a Markov chain can be
associated with a “time series”. According to that the Metropolis Monte Carlo process
can be interpreted as a (pseudo) dynamical process obeying a master equation, see e.g.
[56, 57]. As a matter of fact, the stochastically generated trajectories through config-
urational space allow one to analyze the dynamic evolution of one-particle and many-
particle system observables and, in particular, the statistical evaluation of fluctuations
(e.g. in energy or the pair distances). Of special interest are the energy autocorrela-
tion times as well as the pair distance fluctuations because they are found to be very
sensitive to liquid-solid phase transitions (see section 4.3). It is, however, important
to note that the Markov process does not correspond to the strict time evolution such
as generated by the Newtonian equation of motion, as it is lacking a “real-time” scale.
This means that in contrast to molecular dynamics, Monte Carlo simulations are not
able to adequately model relaxation processes or non-Hamiltonian system behavior (e.g.
introduced by friction effects) [84].

Classical Excitation Spectrum

The fundamental dynamical features of classical correlated systems, including the spec-
trum of all classical collective excitations can be identified by a normal mode analysis
(NMA) within a harmonic approximation (see figure 2.2). Normal modes are defined
by the structure of the system, i.e., more precisely, the topology of the potential en-
ergy surface. The classical N -particle normal mode vectors ek

i and frequencies ωk are
obtained by diagonalization of the dynamical matrix

Hij =
∂2H

∂ri∂rj

∣∣∣∣
R

, (2.44)

6A balanced review of the different approaches is by far out of the scope of the thesis at hand. We
refer an interested reader to reference [59] for more details.
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Figure 2.2: The combination of NMA and MD allows to gain insight into the fundamental
dynamical properties of strongly correlated systems. Shown is a 3D Coulomb system consisting
of N = 12 classical particles in a harmonic trap at Γ = 5000 (see section 3.2). Left: Molecular
dynamics simulation of the thermal particle fluctuations about the local potential energy minimum
of the (1,11) configuration. Right: Corresponding power density spectra Sk, equation (2.45) , for
the 3N normal modes (mode amplitude increases from blue to red). The white circles denote the
mode eigenfrequencies ωk as derived from the dynamical matrix, equation (2.44). The threefold
degenerate center-of-mass oscillations of the cluster (mode numbers 34−36), show distinct peaks
due to the harmonic external confinement potential. All values in arbitrary units. [85]

where H denotes the classical N -particle Hamiltonian, ri(j) = {x1, y1, z1, x2, y2 . . .} are
the spatial coordinates of the particles, and R the equilibrium positions of the particles
in a stable configuration. Stable means that the lowest eigenvalue of the dynamical
matrix is non-negative. Normal modes describe collective classical particle behaviour,
such as shell rotations, vortices or breathing-like modes [86, 87] (see section 5.4). The
normal mode spectrum of each mode k = 1 . . . 3N is obtained in form of the spectral
power density

Sk(ω) =
1
T

∣∣∣∣∫ T

0
fk(t)eiωtdt

∣∣∣∣2 , (2.45)

where the quantity

fk(t) =
N∑

i=1

ek
i · vi(t) , (2.46)

denotes the projection of the MD simulated trajectories vi(t) of the particles i = 1 . . . N
onto the normal mode eigenvectors ek

i , which describe the amplitude and direction of
the (collective) particle oscillations.
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Quantities of Interest

Thermodynamic and quantum Monte Carlo provide detailed information on the statis-
tical properties of classical and quantum systems such as

• energy, pressure (equation of state), specific heat,

• fluctuations (for instance of the pair distances, see section 4.3),

• distribution functions such as the pair distribution or the density profile,

• the condensate or superfluid fraction, etc.

at any given finite temperature. Quantum Monte Carlo simulations do allow us to follow
the evolution of cluster size effects with particle number, temperature, density or other
external control parameters with rigorous accuracy. Despite its obvious advantages,
there are some practical limitations of PIMC. The calculation of the free energy and
entropy is a troublesome task and requires special techniques [88]. Also, in contrast to
variational and diffusion Monte Carlo techniques or Hartree-Fock, the PIMC approach
does not yield explicit information about single particle orbitals φi and the quantum
energy levels εi as it directly averages over many pure quantum states by sampling of the
density matrix. Consequently, the calculation of optical properties is a serious problem
for PIMC. However, the computation of complete energy spectra is a (numerically)
challenging task also for the most other present many-body methods such as density
functional theory or non-equilibrium Green’s functions, e.g. [59].

In contrast, if the particles can be treated as point charges, classical molecular dynam-
ics is the method of choice, in particular, if one is interested in real dynamics at the
microscopic level. The classical dynamical method propagates the particle trajectories
in the 6N -dimensional position-momentum phase-space and allows thereby for the ex-
act computation of all classical equilibrium quantities and, in addition, time-dependent
features. Molecular dynamics can help to answer questions that are related to

• transport processes such as diffusion or conductivity,

• spatial and time correlations,

• the connection between structure and dynamics,

• (selective) collective excitations, e.g., of normal modes, and so on.
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Moreover, in chapter 3 we apply molecular dynamics to determine the classical N -
particle ground and meta-stable states by simulated annealing.

Computational Issues

The computational effort of particle-based methods manifests itself primarily in the
number of particles that can be simulated in feasible computational time. In the con-
sidered classical simulation schemes the exact computation of all pair interactions scales
quadratic with system size. This limits the cluster size to typically N = 10000 classi-
cal particles. In contrast to this relatively modest growth of the computational effort
with increasing system size, exact diagonalization and many body techniques are often
limited to a few particles only because of poor size scaling.

Despite the high accuracy of PIMC simulations, which are only limited by computational
time, there is a crucial point related to the serial correlation of states and the finiteness
of the Markov chain. If we consider a series of n independent (canonically distributed)
configurations, the statistical error decreases as 1/

√
n, where n is generally proportional

to the simulation time. However, the sample mean holds this rate of convergence only
if the subsequent states are independent of each other. The Monte Carlo algorithm
samples serially correlated configurations by locally displacing particles.7 This local up-
date procedure reduces the practical achievement from a full exploration of the relevant
configuration space, because it captures the system for long periods of time in single
metastable configurations (corresponding to a small region in the phase space), causing
long correlation times. This behavior can easily lead to noisy, or even worse, biased
results, when simulating large quantum systems with many degrees of freedom. The
running variance of some estimators may be comparatively small in the case of large
systems, and it may seem that the thermodynamical observables converge quickly. How-
ever, the contrary is true for sufficient exploration of the configuration space. Typically
we require much longer simulation runs than in small systems and may easily exceed
available computing capabilities. Therefore, it is necessary to carefully check that the
asymptotic regime of the central-limit theorem has been achieved in each special case.
To do so it is suggestive to inspect the system size scaling of the autocorrelation times
by starting with very small systems. By a gradual increase of the system size it can be
ensured that the autocorrelation times do not exceed the simulation [60].

Strongly correlated many-particle systems are found to be very sensitive to even small
7Due to the correlation of subsequent configurations a straightforward calculation of the statistical

error using the standard deviation will lead to an significant underestimation of the error.
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modifications in the (effective) pair potential. These can be caused for instance by
screening or quantum effects. Consequently, only checks against measurements can
clarify the validity of the obtained theoretical results or their underlying model system.
Thus, simulated experiments on model systems can not replace experiments on physical
systems (but rather complement them). It is also important to note that the validity of
numerical computations is strictly limited to the specific case solved. Wherever possible,
numerical results should be used to develop general analytical solutions (such as was
done for the plasma density profile, see section 4.2).
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3 First Principle Simulations of Finite
Classical Systems in Traps

This chapter is primarily devoted to the structure formation in dusty plasmas. We
begin with a brief introduction to the topic in section 3.1. Thereafter, in section 3.2, we
study the shell structure, the cluster stability, and symmetry of ground and metastable
states of spherical Coulomb clusters by means of first-principle molecular dynamics
simulations. The model of a pure Coulomb interaction is very general and, among others,
of direct practical importance for (laser-cooled) ion crystals in traps [27, 89]. Afterwards
in section 3.3, we include the effect of Debye screening of the ambient plasma on the
dust-dust interaction by using a screened Coulomb potential. The simulation results
are found to be in excellent agreement with dust clusters from experiments [32, 89, 90]
including the details of the shell radii and the particle distribution over the shells.
A major part of the work in section 3.3 is focused on the detailed comparison of the
simulations with experimental data, which serves as a basis for a theory of these strongly
correlated classical systems.

3.1 Introduction and Overview

The field of macroscopic and mesoscopic complex plasmas has become an important part
of plasma physics in recent years. The research interest was initiated in 1994 by the
experimental discovery of a new state of (soft) matter — the plasma (Wigner) crystal
[91]-[94]. In a sheath of a noble gas radio frequency discharge highly charged dust grains
of micrometer size were investigated for the first time under laboratory conditions. Due
to their charge of several thousand elementary charges, these microspheres are strongly
coupled and enable the researchers to observe liquid behavior with short-range order
and even macroscopic Coulomb crystals of hcp, fcc and bcc lattice structure.
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The occurrence of dusty plasma effects exceeds by far basic research interests and has
practical importance in micro and nano technology [95]. In the industrial plasma pro-
cessing the presence of charged dust particulates can completely change characteristic
plasma parameters, such as electron and ion densities, temperature, and plasma poten-
tial. This makes it difficult to run the processes at optimum settings [96]. Additionally,
self-assembling of dust particles plays a crucial role in the fabrication of microchips and
solar cells, where growing dust particulates can have both devastating as well as advan-
tageous effects. On the one hand, by the manufacture of highly-integrated electronic
circuits, the so called chip-killing particles can destroy the damageable plasma-etched
nano-structures [97], while on the other hand dust grains included in polymorphous
solar cells reduce the degradation of these cells [98]. Besides these technological sit-
uations dusty plasmas are, e.g., of great interest in various astrophysical phenomena.
For instance, the formation and stability mechanisms of dusty plasma systems are of
central interest for the understanding of protoplanetary, protostellar, and accretion disk
formation or planetary ring systems [99, 100].

In contrast to the mainly weakly coupled macroscopic plasmas in space and technology,
in this chapter we will focus on the numerical simulation and analysis of strongly coupled
plasmas, namely spherical Coulomb and Yukawa balls in traps. These finite systems are
subject of exceptional current interest since their recent experimental generation, e.g.,
in dusty plasmas [15].

Mesoscopic Plasma Crystals in Experiments

Finite plasma crystals consist of tens to hundreds of monodisperse dust (Melamine)
grains of 3 . . . 4µm size. These spherical microparticles are embedded in a hot plasma
background (Te = 2 . . . 3 eV, Ti ≤ 1000 K, Tn ≈ 300 K) of electrons, ions, and neutral
(e.g. argon) atoms. The dusty plasma is typically generated by a capacitively coupled
13.56-MHz radio-frequency discharge at moderate damping due to friction with the neu-
tral gas background. Due to the greatly different mobility of electrons and much heavier
ions, the dust grains acquire high negative charges (on the order of 10, 000 elementary
charges) by collecting more electrons than ions. By collisions with the ambient neutral
gas, the dust particles are thermalized to approximately room temperature.

To create a spherical confinement for the dust cloud under earth-laboratory conditions,
first of all the gravitational force Fg has to be balanced. The dust levitation is achieved
by compensating gravitational force Fg and the ion-drag force Fion with an upward force
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Figure 3.1: Left: The superposition of gravity Fg, electric field force FE, upward thermophoretic
force Fth, and downward ion-drag force Fion, yields a stable spherical confinement inside the
glass box. Right: Vertical section through the center of a trapped dust cloud (only a 200µm thin
slice is illuminated by the laser sheet). Note the shell structure of the cluster. From Ref. [90]

generated by strong electric fields FE , which are strongest in the plasma sheath region
above the lower electrode (see figure 3.1). The downward ion-drag force Fion is caused
by the steady flow of electrons and ions from the bulk plasma onto the lower electrode.
Stable three-dimensional dust clouds are created with additional aid of dielectric walls,
i.e., a small glass box of 30 mm size, and an upward thermophoretic force Fth caused
by temperature gradients in the neutral gas due to a heated lower electrode. Due to
surface charges on the dielectric glass wall, the dust particles are repelled from the glass
walls. A disperser above the glass box is used to inject the dust grains into the plasma.

Due to the high dust charge, the repulsive electrostatic dust-dust interaction exceeds by
far the thermal energy which leads to structure formation. In fact, experiments show
that the dust particles arrange themselves in spherically symmetric nested shells with
characteristic numbers of particles in each shell (see figure 1.4). Similar to atoms, the
structure and properties of these systems strongly depend on the particle number. But
unlike atomic systems, the crystal is visible to the unaided eye and can be relatively
easily manipulated. Furthermore, the low charge-to-mass ratio of dust particles allows
for high resolution measurements of the structural and dynamical behaviour not only in
space, but also in real-time. This is due to the fact that dynamical processes occur on
a frequency scale of several Hertz, which means that the motion of individual particles
is sufficiently slow to be tracked with conventional CCD cameras. Therefore, complex
plasmas are very suitable objects to study fundamental interactions and correlation
effects leading to collective behavior. Thereby, the investigations affect fundamental
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issues of both plasma physics on the one hand and condensed matter physics on the
other hand.

The results of this chapter may also be valuable for other kinds of strongly correlated
many particle systems, such as crystallized ions. Experiments on laser-cooled ions in
traps have shown that the regime of strong coupling can be reached [6]. Moreover,
in the case of small ion clouds the particles are found to form spherical onion-like
shell structures which are similar to those observed in dusty plasmas [27, 89, 101] (see
figure 1.3). Small ensembles of crystallized ions have potential for future technological
applications and are presently subject of intense research activities. Cold ions in traps
have been proposed, e.g., as one possible way to realize a quantum register [27, 102].
It should be remarked that due to the high ion mass, the ground state structures can
be treated classically1. For convenience, we will refer also in the case of pure Coulomb
interaction (section 3.2) to the dust particles, keeping in mind that they can also be
trapped ions or any other (approximately classical) particle species.

Simulation Model and Method

Theoretically, the plasma crystal was predicted by H. Ikezi in 1986 [103]. By means of
molecular dynamics simulations he identified the plasma parameters at which a dusty
plasma undergoes a phase transition to an ordered crystalline state. Nevertheless, the
theoretical description of complex plasmas turns out to be extremely difficult due to their
strongly heterogeneous composition, which leads to drastic differences in the underlying
space and time scales of the plasma constituents (electrons, ions and dust particles) [104,
105]. An accurate treatment of the multi-scale problem requires to include the effect
of streaming ions and collisions on the dynamical charging and screening of the dust
particles self-consistently. This challenging task necessitates very large computational
capabilities and remains a future task.

Instead of explicitly taking into account all interactions among the constituent particles,
we draw on a simple model for dust-plasma interaction which, despite its simplicity,
allows to reproduce the experimental measurements without the need of free parameters.
The high mass ratio of ions and dust particles allows us to treat the particles classically.
The dynamically-screened (anisotropic) pair potential, which includes the impact of the

1Even for quantum Coulomb crystals of electrons [2] the ground state configurations are, in most cases,
the same as the classical ones. A detailed analysis of the correspondence between the ground states
of classical and quantum bilayer systems is to be found in section 5.4.

48



3.1 Introduction and Overview

plasma environment on the dust-dust interaction, is given by

Φ(rij) =
1

(2π)3

∫
d3k eik·rij

ΦC(k)
D(k,k · u + iνi)

, (3.1)

with ΦC(k) = 4πq2/k2 being the Fourier transform of the Coulomb potential. The
velocity u describes the constant ion flow, which is directed towards the lower electrode
(see figure 3.1). The plasma response is embedded in the dielectric function

D(k, ω) = 1 +
1

k2λ2
De

− ω2
i

k2

∫
d3vk·∇vfi0(v)

k·v−ω

1− iνi

∫
d3v fi0(v)

k·v−ω

, (3.2)

which includes Landau damping and collisional damping (νi is the ion-neutral collision
frequency, and fi0(v) the ion distribution function). The electron Debye length is given
by λDe =

√
ε0kBTe/q2e n̄e , where n̄e(i) and Te(i) refer to the mean electron (ion) density

and temperature. In the limit of |u| → 0 we recover the static case, where the surround-
ing plasma of free electrons and ions is taken into account by means of an isotropically
screened Coulomb potential — the Debye-Hückel or Yukawa potential

Φij =
q2

4πε0
e−κ|ri−rj |

|ri − rj |
. (3.3)

Here q denotes the charge of the dust component and εo the vacuum permeability. The
range of the dust pair potential Φij is characterized by the dimensionless2 screening
parameter κ = r0/λD, defined as the inverse Debye screening length,

λD =
(

q2e n̄e

ε0kBTe
+

q2i n̄i

ε0kBTi

)−1/2

, (3.4)

which incorporates the combined effect of static electrons and static ions. Note that the
Yukawa potential includes the pure Coulomb interaction as the special case κ = 0.

In order to accurately model the experimental conditions we employ a spherical parabolic
confinement, which is independent of the screening parameter κ 3

Uc(r) =
m

2
ω2

0r
2 , (3.5)

where r = |r| denotes the radial particle position (distance from the trap center). The

2Dimensionless lengths and energies are obtained by introducing the units r0 = (q2/2πεmω2
0)1/3 and

E0 = (mω2
0q4/32π2ε2)1/3 (see section 1.3).

3The correctness of the assumed κ-independent external confinement potential is verified in section
3.3.
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physical properties of the reduced model of N identical dust grains of equal charge q
and mass m are defined by the N -particle Hamiltonian

HN (pi, ri) =
N∑

i=1

p2
i

2m
+

N−1∑
i=1

N∑
j>i

Φij(|ri − rj |) +
N∑

i=1

Uc(ri) . (3.6)

It is interesting to note that this classical system is fully described by only two pa-
rameters: coupling strength Γ (equation 1.1) and screening parameter κ [106]. Using
molecular dynamics we solve the N -particle problem of dust grains from first principles.

Since we are interested in the ground state structure of Yukawa balls, we apply molecular
dynamics to find the lowest energy states. The classical ground state configurations are
explored by simulated annealing, i.e., from minimizing the kinetic and potential energy
in equation (3.6). Note that in contrast to the quantum case, in classical systems the
kinetic energy vanishes at zero temperature. That means that all particle velocities
become zero, which leads to infinitely strong coupling according to the definition of Γ
(equation 1.1).

Finding the global minimum on a multi-dimensional potential energy surface is con-
ceptually simply, but in practice a challenging problem. To assure that the correct
N -particle ground state was detected, the runs were repeated up to several thousand
times, where each run starts with different random initial velocities and positions of all
particles. The quadratic growth of the number of force computations and the exponen-
tial complexity of the problem (due to the growing number of metastable states with
only marginally higher energy) with respect to N makes the computation demanding
and requires aggressive code optimizations. To speedup the computations we tuned the
numerical truncation error ∆(h), equation (2.9), during the simulated annealings, in de-
pendence of the particular kinetic energy per particle, continuously from 10−3 to 10−8

(for Ekin/N > 10−3 we used a fixed minimum accuracy ∆(h) = 10−3 to avoid numerical
instabilities). However, in particular for clusters with N ≥ 100, reliable data can be
only obtained within a feasible time (i.e. within a few weeks) by using several, typically
10 to 20, CPUs. Instead of a code (force) parallelization we were running an ensemble of
independent simulations on distributed processors. This strategy offers best scalability
and makes the most efficient use of the available compute power. The complete table of
ground states containing the shell configurations and energies for spherical 3D Coulomb
crystals in the range of particle numbers N ≤ 160 are presented in section 3.2. From our
simulation data we correct and extend previous results of Hasse and Avilov [33]. Very
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Figure 3.2: Ground state configuration of a Yukawa ball composed of N = 25 dust grains in a
parabolic trap. Upon increase of the screening length κ, the cluster size decreases and the shell
configuration changes from (2,23) in the Coulomb regime, to (3,22) in the range 0.3 < κ < 2.2
and finally, in the limit of large κ values, to (4,21). Different colors denote particles on different
(sub-)shells. Note that not the plotted cluster size, but the point size is correctly scaled with κ.

recent work confirms that our simulations are exact, and all N -particle ground states
have been correctly identified [42, 107, 108, 109].

Structural Properties of Spherical Yukawa Crystals

In the following we will address the question of whether and how the Debye shielding
affects the structure formation in dusty plasmas. This question is directly connected to
the (structural) relation between trapped laser-cooled ion systems on the one hand and
Yukawa balls on the other hand. A detailed numerical analysis of the ground states of
pure and screened Coulomb clusters reveals the following generic trends upon increase
of the screening parameter κ (see figure 3.2 for one representative example):

1. Screening weakens the repulsive interaction between the dust grains which conse-
quently leads to a compression of the cluster. Including this effect,

2. the shell radii (normalized to mean interparticle distance) are found to be inde-
pendent of screening.

3. By increase of κ the shell widths broaden and shell splitting as well as the emer-
gence of sub-shells is observed (see figure 3.2 at κ = 20).

4. The number of shells is generally independent of Debye shielding.

5. In contrast, the shell occupation numbers are found to be highly sensitive to a
change of screening.
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κ→ 0.0 0.2 0.3 0.4 0.5 0.6 0.8 1.0 Experiment
s1 1 1 2 2 2 2 3 4 2
s2 18 18 20 20 21 21 22 24 21
s3 56 57 57 58 58 60 60 60 60
s4 115 114 111 110 109 107 105 102 107

Table 3.1: Theoretical shell configurations obtained from MD simulations for the Coulomb ball
N = 190 as a function of screening parameter κ in comparison with experimental data [15] (last
column). Beginning in the cluster center, s1, . . . , s4 denote the particle numbers on the i-th
shell. If the screening parameter κ is increased, the number of shells remains equal to four, but
the inner (outer) shell become higher (lower) populated. Further details are given in the text.

6. At large values of κ the screened Coulomb interaction becomes “hard-sphere”-like.
This induces a structural change from a nested shell configuration to a bulk-like
close-packed symmetry.

Sure enough, the most remarkable finding is the effect of screening on the detailed shell
population and structure of the individual shells. In general it can be stated that the
occupation numbers on the inner (outer) shells gradually increase (decrease) with κ.4

This implies that a Yukawa system contains a smaller (or equal) number of particles on
the outer and a higher (or equal) number of particles on the inner shell than a comparable
unscreened Coulomb system. A representative example for this general trend is shown in
table 3.1. The comprehensive systematic comparison of molecular dynamics simulations
with experimental measurements reveals that the change in the shell population numbers
can only be attributed to screening (the details of this comparison are presented in
section 3.3). Therefore, our simulations allowed us to determine the Coulomb screening
parameter κexp ≈ 0.62 from experimentally measured shell configurations. The value
agrees well with independent estimations based on experimental parameters [111].

Further Monte Carlo and molecular dynamics simulations show that a finite temperature
and the inclusion of charge fluctuations (in view of a variations of the dust grain sizes)
are negligible compared to the effect of screening and do not lead to significant deviations
from the ground state shell configurations [112]. Therefore, the shell occupation numbers
are found to be very suitable quantities which allow for a non-invasive determination of
the experimental Debye screening parameter in dusty plasma experiments.

We note that an alternative theoretical model by H. Totsuji et al. [113] predicts approx-
imately screening-independent shell populations, which differ from the measurements
[15, 32].

4This statement holds with the exception of a very few special cases at very large κ that were recently
detected [110].
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3.2 Ground State Structure of 3D Coulomb Crystals

An analysis of the structural properties of three-dimensional Coulomb clusters confined
in a spherical parabolic trap is presented. Based on extensive high-accuracy molecular
dynamics simulations, a complete table of ground state configurations and energies for
particle numbers in the range N ≤ 160 is compiled, which corrects previous results of
Hasse and Avilov [Phys. Rev. A 44, 4506 (1991)]. Further, the intrashell symmetry of
the ground states and lowest metastable states is investigated.

The results were published as refereed journal publications:

3.2.1 Structure of Spherical Three-Dimensional Coulomb Crystals,
P. Ludwig, S. Kosse, and M. Bonitz, Physical Review E 71, 046403 (2005)

3.2.2 3D Coulomb Balls: Experiment and Simulation,
O. Arp, D. Block, M. Bonitz, H. Fehske, V. Golubnychiy, S. Kosse, P. Ludwig,
A. Melzer, and A. Piel, Journal of Physics: Conference Series 11, 234 (2005)
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Structure of spherical three-dimensional Coulomb crystals
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An analysis of the structural properties of three-dimensional Coulomb clusters confined in a spherical
parabolic trap is presented. Based on extensive high-accuracy computer simulations the shell configurations
and energies for particle numbers in the range 60øNø160 are reported. Further, the intrashell symmetry and
the lowest metastable configurations are analyzed for small clusters and a different type of excited state that
does not involve a change of shell configuration is identified.

DOI: 10.1103/PhysRevE.71.046403 PACS numberssd: 52.27.Gr, 82.70.Dd

Spatially confined charged particle systems have a num-
ber of unique properties not observed in conventional
quasineutral macroscopicplasmas of electrons and ions in
discharges or solids, electrons and holes in highly excited
semiconductors, and so on. With the help of confinement
potentials it has now become routine to trap, for long periods
of time, plasmas of a single chargesnonneutral plasmasd,
e.g., electrons and ions and even positrons in Paul and Pen-
ning traps f1–3g sfor an overview seef4gd, or colloidal
sdustyd plasmas in discharge chambersse.g.,f5gd. By varying
the confinement strength researchers have achieved liquid
behavior and even Coulomb crystallization of ionsf3,6g and
dust particlesf7,8g. These strong correlation phenomena are
of exceptional current interest in a large variety of fields
ranging from astrophysicssinterior of giant planetsd and
high-power laser compressed laboratory plasmas, to con-
densed matter and quantum dotsf9g, etc. CoulombsWignerd
crystals are expected to exist in many white dwarf stars.

A particular property of trapped smallsN&1000d clusters
in spherical traps is the occurrence of concentric shells with
characteristic occupation numbers, shell closures, and un-
usual stable “magic” configurations. Due to their close simi-
larity to nuclei, metal clusters, or atoms, these systems are
sometimes called “artificial atoms.” A significant number of
papers has been devoted to the exploration of the energeti-
cally lowest shell configurationsground stated and metastable
s“excited”d states of two-dimensionals2Dd artificial atoms
se.g.,f10–12g and references thereind.

On the other hand,three-dimensional spherical Coulomb
crystalss3D SCCsd have been observed in laboratory experi-
ments with ultracold ion plasmasf3,6g, and the interest in
them is now rapidly growingf13g after their prediction in
expanding laser-cooled neutral plasmasf14g and their experi-
mental creation in dusty plasmas as wellf15g. This raises a
question about theoretical results for the configurations of
spherical 3D Coulomb crystals, which is the subject of this
paper. These results are expected to be an important refer-
ence for the above experiments but also for other possible
candidates for 3D crystals, including semiconductor nano-
structures. It is natural to start with an analysis of the ground
state and lowest metastable states, deferring finite tempera-
ture and melting propertiesfe.g., f16gg and also deviations

from an isotropic Coulomb interaction to a subsequent study.
The theoretical analysis of 3D SCCs is much more in-

volved than in 2D and has so far mostly been restricted to
small cluster sizes with often conflicting resultsse.g.,
f17–19g and references thereind. Rafacet al. f18g, correcting
earlier results, identified the first shell closure atN=12 sthe
13th particle is the first to occupy a second shelld and pre-
sented detailed data, including ground state energies forN
ø27, but they missed the onset of the third shell, as did
Hasse and Avilovf17g. Tsuruta and Ichimaru extended the
table toN=59 f19g. The most extensive data, for up to a few
thousand particles, have been presented by Hasse and Avilov
f17g and has been a valuable reference for theoretical and
experimental groups. However, as our calculations show,
their tables contain excited states rather than the true ground
states forN=28–31, 44, 54 and practically for allN.63
sexcept forN=66d. Therefore, it is an important task to ob-
tain the correct ground state shell configurations and cluster
properties for particle numbers beyondN=60.

The reason for the computational difficulties is the exis-
tence of a large number of excitedsmetastabled states which
are energetically close to the ground state; with increasingN
this number grows exponentially whereas the energy differ-
ence rapidly vanishes. Calculations with a too low accuracy
will then frequently miss the correct ground state. Therefore,
we use an improved computational strategy which drastically
reduces the probability of such missesssee belowd.

Model: we consider N classical particles with equal
chargeq and massm interacting via the Coulomb force and
being confined in a 3D isotropic harmonic trap with fre-
quencyv with the Hamiltonian

HN = o
i=1

N
m

2
ṙ i

2 + o
i=1

N
m

2
v2r i

2 + o
i. j

N
q2

4p«ur i − r ju
. s1d

Despite its simplicity, the models1d captures the basic prop-
erties of a multitude of classical systems and serves as an
important reference point also for more complex 3D systems.
Below we will use dimensionless lengths and energies by
introducing the units r0=sq2/2p«mv2d1/3 and E0

=smv2q4/32p2«2d1/3, respectively.
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To find the ground and metastable states, we used classi-
cal molecular dynamicssMDd together with an optimized
version of the standard simulated annealing method. Starting
with a random initial configuration ofN particles, the system
is cooled continuously until all momenta are zero and the
particles settle in minima of the potential energy surface.
Depending on the particle number, the cooling down process
was repeated between several hundred and several thousand
times until every one of the computed low-energy states was
found more than a given number of timesstypically 10–100d
assuring a high probability that the ground state has been
found. Crucial for a high search efficiency is the use of an

optimized MD time stepsit has to be chosen not too small to
avoid trapping in local potential minimad. The results are
shown in Tables I and II.

Consider first the ground state shell configurations beyond
the previously reported resultsf18,19g ssee Table IId. Closure
of the second shell is observed twice: forN=57 f19g and 60.
Further, we have found the closure of the third shell to occur
at N=154; all larger clusters have at least four shellssin the
ground stated. The “noble-gas-like” closed shell clusters are
particularly stable, but a few others also have a compara-
tively high binding energysaddition energy changed D2sNd
=EsN+1d+EsN−1d−2EsNd. Tsuruta and Ichimaruf19g

TABLE I. Shell configurations, energy per particle for the lowest-lying statessfor the excited states the
energy difference with respect to the ground state is given in italicsd, mean radius of the outer shellr1,
symmetry parameterGM, Eq. s2d, and number of VoronoiM-polygonsNsMd in brackets. ForN=4, Ns3d
=4, and forN=5, Ns3d=2, Ns4d=3.

N Configuration E/N r1 G4 fNs4dg G5 fNs5dg G6 fNs6dg

2 s2d 0.750000 0.5000 – – –

3 s3d 1.310371 0.6609 – – –

4 s4d 1.785826 0.7715 – – –

5 s5d 2.245187 0.8651 1.000f3g – –

6 s6d 2.654039 0.9406 1.000f6g – –

7 s7d 3.064186 1.0106 1.000f5g 1.000f2g –

8 s8d 3.443409 1.0714 0.641f4g 0.821f4g –

9 s9d 3.809782 1.1269 0.965f3g 0.957f6g –

10 s10d
s9,1d

4.164990
0.021989

1.1783
1.2453

1.000f2g
0.965f3g

0.861f8g
0.957f6g

–

11 s11d
s10,1d

4.513275
0.009876

1.2265
1.2878

0.940f2g
1.000f2g

0.894f8g
0.861f8g

1.000f1g
–

12 s12d
s11,1d

4.838966
0.015345

1.2700
1.3286

–
0.938f2g

1.000f12g
0.895f8g

–
1.000f1g

13 s12,1d
s13d

5.166798
0.005061

1.3659
1.3130

–
1.000f1g

1.000f12g
0.894f10g

–
0.932f2g

14 s13,1d
s14d

5.485915
0.003501

1.4033
1.3527

–
1.000f1g

0.893f10g
0.938f12g

0.933f2g
1.000f2g

15 s14,1d
s15d

5.792094
0.009031

1.4383
1.3906

–
–

0.938f12g
0.885f12g

1.000f2g
0.963f3g

16 s15,1d
s16d
s16d

6.093421
0.012200
0.012635

1.4719
1.4266
1.4267

–
–
–

0.882f12g
0.897f12g
0.747f12g

0.962f3g
0.993f4g
0.884f4g

17 s16,1d
s16,1d
s17d

6.388610
0.000365
0.015766

1.5042
1.5042
1.4611

–
–
–

0.891f12g
0.746f12g
0.738f12g

0.993f4g
0.884f4g
0.810f5g

18 s17,1d
s18d

6.678830
0.018611

1.5353
1.4941

–
1.000f2g

0.738f12g
0.829f8g

0.810f5g
0.920f8g

19 s18,1d 6.964146 1.5654 1.000f2g 0.827f8g 0.920f8g
20 s19,1d

s18,2d
7.247181
0.004264

1.5946
1.6285

–
0.991f2g

0.838f12g
0.824f8g

0.918f7g
0.913f8g

21 s20,1d
s19,2d

7.522378
0.004668

1.6226
1.6557

–
–

0.792f12g
0.847f12g

0.917f8g
0.927f7g

22 s21,1d
s21,1d
s20,2d
s20,2d

7.795469
2.5·10−7

0.000976
0.001053

1.6499
1.6499
1.6821
1.6820

1.000f1g
1.000f1g

–
–

0.877f10g
0.859f10g
0.801f12g
0.763f12g

0.880f10g
0.866f10g
0.935f8g
0.909f8g
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found the stable clustersN=4,6,10,12,19,32,38,56. For
larger clusters the binding energy decreases, and the relative
differences rapidly decrease. We found the next particularly
stable ones to beN=81,94,103,116. The results are shown
in Fig. 1. The relative stability of these clusters is linked to a
particularly symmetric particle arrangement within the shells
which will be analyzed below.

The existence of the shell structure is a marked difference
from macroscopic Coulomb systemssN→`d and is, of
course, caused by the spherical confinement potential. With
increasingN the structure of a macroscopic system emerges
gradually ssee also Ref.f16gd. This can be seen from the
relative widthss̄m;sm/ rm of the mth shell ssm denotes the
variance of the shell radiusrmd. For example, forN=149
sstarting from the outermost shelld s̄1=0.0089, s̄2=0.035,
and s̄3=0.032, whereas forN=160 we obtains̄1=0.0091,
s̄2=0.033, ands̄3=0.0038. In both cases the outermost shell
is significantly narrower than the second one and this trend
becomes more pronounced asN increases. This is easy to
understand because the effect of the confinement is strongest
at the cluster boundary, i.e., in the outer shell, whereas the
inner shells are partially shielded from the trap potential by
the surrounding particle shells. In contrast, the behavior of
the inner shells is not that systematic: in one casesN=149d
the third shell is of similarsrelatived width as the second; in
the other casesN=160d the inner shell is much narrower. The
reason is symmetry effects which particularly strongly influ-
ence the width of the innermost shellsthe clusterN=160 has
a closed inner shell with 12 particles which is very narrowd.

In Table I we also provide the first excited states, which
correspond to metastable shell configurations that are differ-
ent from the ground state. While the overall trend is a rapid
decrease of the excitation energysenergy gap to the ground
stated with increasingN, some additional systematics is ob-
served. Clusters that open a new shell typically possess a
close metastable state. For example, forN=13 the relative
stability of the configurationshN,0j and hN−1,1j changes,
the latter becomes the ground state and the former the first
excited statessee Table Id. A similar trend is observed not
only when a new shell is opened but also when an additional
particle moves onto the inner shell between the stateshN1

−1,N2j and hN1,N2−1j. Away from these transition points
the energy difference increases and eventually another con-
figuration becomes the first excited state.

An interesting observation is that frequently simulations
yielding the same shell configuration resulted in different
total energies; see, e.g.,N=16,17,22 in Table I. The differ-

TABLE II. Ground state shell configurations, energy per particle
for the lowest-lying states, and mean shell radiir1,2,3 f20g.

N Configuration E/N r1 r2 r3

28 s25,3d 9.348368 1.8525 0.6889 –

29 s25,4d 9.595435 1.8992 0.7987 –

30 s26,4d 9.838965 1.9198 0.7961 –

31 s27,4d 10.079511 1.9399 0.7926 –

44 s36,8d 13.020078 2.2454 1.0845 –

54 s44,10d 15.085703 2.4186 1.1872 –

55 s43,12d 15.284703 2.4618 1.2772 –

56 s44,12d 15.482144 2.4743 1.2770 –

57 s45,12d 15.679350 2.4869 1.2763 –

58 s45,12,1d 15.875406 2.5126 1.3765 –

59 s46,12,1d 16.070103 2.5247 1.3764 –

60 s48,12d 16.263707 2.5236 1.2754 –

64 s49,14,1d 17.027289 2.6101 1.4478 –

65 s50,14,1d 17.215361 2.6212 1.4477 –

80 s60,19,1d 19.936690 2.8369 1.6002 –

84 s61,21,2d 20.632759 2.9064 1.7140 0.5426

94 s67,24,3d 22.325841 3.0347 1.8356 0.7001

95 s67,24,4d 22.491878 3.0522 1.8848 0.8089

96 s68,24,4d 22.657271 3.0606 1.8846 0.8083

97 s69,24,4d 22.822032 3.0687 1.8849 0.8095

98 s69,25,4d 22.986199 3.0864 1.9055 0.8081

99 s70,25,4d 23.149758 3.0945 1.9056 0.8071

100 s70,26,4d 23.312759 3.1117 1.9259 0.8055

101 s70,27,4d 23.475164 3.1291 1.9450 0.8028

103 s72,27,4d 23.798274 3.1451 1.9443 0.8017

105 s73,28,4d 24.120223 3.1696 1.9641 0.8020

107 s75,28,4d 24.439666 3.1850 1.9640 0.8011

109 s77,28,4d 24.757151 3.2005 1.9638 0.8006

111 s77,29,5d 25.072584 3.2322 2.0249 0.8968

113 s77,30,6d 25.385842 3.2637 2.0831 0.9640

115 s77,32,6d 25.697308 3.2949 2.1162 0.9630

117 s79,32,6d 26.007089 3.3094 2.1158 0.9622

119 s81,32,6d 26.315442 3.3237 2.1156 0.9624

121 s83,32,6d 26.622118 3.3379 2.1154 0.9614

123 s83,34,6d 26.927195 3.3672 2.1493 0.9625

125 s84,34,7d 27.230458 3.3884 2.1850 1.0340

128 s85,35,8d 27.682123 3.4235 2.2358 1.0922

130 s86,36,8d 27.981234 3.4445 2.2501 1.0917

133 s88,37,8d 28.427062 3.4718 2.2642 1.0912

135 s88,38,9d 28.722421 3.4992 2.3110 1.1436

137 s90,38,9d 29.016328 3.5119 2.3110 1.1440

139 s91,39,9d 29.308774 3.5316 2.3251 1.1430

141 s92,40,9d 29.599900 3.5514 2.3387 1.1417

143 s93,40,10d 29.889733 3.5707 2.3689 1.1932

145 s94,41,10d 30.178106 3.5898 2.3825 1.1920

147 s95,42,10d 30.465219 3.6087 2.3957 1.1923

149 s96,43,10d 30.750998 3.6273 2.4090 1.1926

151 s96,43,12d 31.035390 3.6524 2.4659 1.2814

TABLE II. sContinued.d

N Configuration E/N r1 r2 r3

153 s97,44,12d 31.318528 3.6708 2.4781 1.2811

154 s98,44,12d 31.459632 3.6768 2.4777 1.2810

155 s98,44,12,1d 31.600488 3.6887 2.5042 1.3846

156 s98,45,12,1d 31.741100 3.7006 2.5169 1.3839

158 s100,45,12,1d 32.021294 3.7122 2.5166 1.3834

160 s102,45,12,1d 32.300405 3.7238 2.5161 1.3833
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ences are much larger than the simulation error; moreover,
the energies are reproducible. The obvious explanation is that
the state of a cluster is not completely determined by its shell
configurationsas is the case in 2Dd. In addition, there exist
further excited states, i.e., a “fine structure,” which are due to
a different particle arrangement and symmetry within one
shell. To understand the differences in the structure of these
states with the same shell configuration we analyzed the in-
trashell symmetry by performing a Voronoi analysis, i.e., by
constructing polygons around a given particle formed by the
lines equally bisecting nearest-neighbor pairs on the shell
ssee the example ofN=17 shown in Fig. 2d. Interestingly, the
two states do not differ with respect to the number of poly-
gons of each kind on the outer shell: there areNs5d=12
pentagons andNs6d=4 hexagons. However, what is different
is the arrangement of the polygons: in one case, the four
hexagons form a perfect tetrahedronABCD and are sepa-
rated from each other by pentagonsfsee Fig. 2sadg; in the
other two pairs of hexagons touchfsee Fig. 2sbdg, and the

tetrahedron is distorted, as shown in Fig. 2scd. Two edges
remain practically constantsAB<CD<1.63d, but the edge
AB rotates with respect to the first case by an angle of 34°
resulting in a reduction of edgesBC and AD to about 1.24
while AC and BD increase to 1.94. From this we conclude
that of two states the one with the more symmetric arrange-
ment of the Voronoi polygons, i.e., Fig. 2sad, has the lower
energy. To quantify this topological criterion, we introduce
the Voronoi symmetry parameter

GM =
1

NM
o
j=1

NM 1

M
Uo

k=1

M

eiMu jkU , s2d

whereNM denotes the number of all particlesj in the shell,
each of which is surrounded by a Voronoi polygon of order
M sM nearest neighborsd, andu jk is the angle between thej th
particle and itskth nearest neighbor. A valueG5=1 sG6=1d
means that all pentagonsshexagonsd are perfect; the magni-
tude of the reduction ofGM below 1 measures their distor-
tion. Inspection of the values ofGM for the two h16,1j con-
figurations for N=17 sTable Id reveals that the state with
lower energy has higher values for bothG5 andG6 than the
second, confirming our observation above. This result is veri-
fied for all otherN sof course it applies only to states with the
same shell configurationd.

Having obtained withGM a suitable symmetry measure
that is sensitive to the relative stability of ground and meta-
stable states, we now return to the issue of the overall cluster
stability. To this end we compute themean Voronoi symmetry
parameter by averaging over allGM of a given shell
weighted with the respective particle numbersNsMd. The
results for the two outer shells forNø160 are included in
Fig. 1. We clearly see thatmagic clustershave not only a
high binding energy but also a prominent symmetryf19g; see
in particularN=12, 38, 103, and 116.

In summary, in this paper we have presented extensive

FIG. 1. sColor onlined Binding
energy D2 sright axisd and mean
Voronoi symmetry parameter
sMVSP, left axisd for the two out-
ermost cluster shells.sad Nø80;
sbd 80øNø160.

FIG. 2. Voronoi construction for the clusterN=17 for the two
energetically lowest states with shell configurationN=h1,16j.
White sgrayd areas are hexagonsspentagonsd, indicating the number
of nearest neighbors of the corresponding particlesblack dotd. sad
ground state;sbd first exciteds“fine structure”d state;scd arrange-
ment of the four particles surrounded by hexagons; the two states
differ by rotation of the edgeAB, black swhited circles correspond
to casesad fsbdg.

LUDWIG, KOSSE, AND BONITZ PHYSICAL REVIEW E71, 046403s2005d

046403-4



simulation results for spherical Coulomb clusters withN
ø160. The observed cluster ground state configurations for
Nù60 differ, in most cases, from the ones previously re-
portedf17g which have a significantly higher energy and thus
correspond to excited states of the clusters. The presented
tablessfor the complete tables, seef20gd should be a valuable
reference for experiments with classical 3D Coulomb crys-
tals in dusty plasmasf15g, ultracold ionsf6g, or laser-cooled
expanding neutral plasmasf14g. Of course, real experiments
with ions or dust grains are likely to exhibit deviations from
the simple models1d—the interaction may deviate from the
Coulomb lawse.g., due to screeningd and may be direction
dependent, the confinement potential is often not perfectly
isotropic or parabolic, etc. Therefore, differences in the ex-
perimentally observed cluster configurations compared to the
above theoretical results may be valuable additional informa-
tion on imperfections of the experimental setupspossible an-
isotropic confinementd or on the plasma propertiessscreening
lengthd.

Moreover, the obtained ground state resultssshell con-
figurationsd are expected to be important also for quantum
3D Coulomb clusters which may exist, e.g., in semiconduc-
tor quantum dots in the strong coupling limit. It was found
before for 2D systems that, in most cases, the ground state

shell configurations in quantum crystals are exactly the same
as in the correspondingsessentially simplerd classical crys-
tals f9,12,21g. This remains an interesting question for future
analysis.

Further, we have presented an analysis of the lowest ex-
cited states of small clusters. Besides metastable states with a
shell structure different from the ground state we identified
“fine structure” states which are characterized by different
particle arrangement within the shells, an important property
not existing in 2D crystals. These states have a lower sym-
metry which is linked to higher values of the total energy.

Finally, knowledge of the lowest metastable states is very
important for understanding all dynamic properties of 3D
crystals. The metastable states are expected to be of rel-
evance for the collective excitations of the clusterssnormal
modes that are excited in the system if kinetic energy is
suppliedd as well as for the melting behavior of the 3D crys-
tals.

The authors thank A. Piel and D. Block for stimulating
discussions and V. Golubnychiy for assistance with the fig-
ures. This work was supported by the Deutsche Forschungs-
gemeinschaft under Grant No. BO-1366/5.
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Abstract. Spherically symmetric three-dimensional charged particle clusters are analyzed
experimentally and theoretically. Based on accurate molecular dynamics simulations ground
state configurations and energies with clusters for N ≤ 160 are presented which correct previous
results of Hasse and Avilov [Phys. Rev. A 44, 4506 (1991)]. A complete table is given in the
appendix. Further, the lowest metastable states are analyzed.

1. Introduction
Over the last years the investigation of complex (dusty) macroscopic and mesoscopic plasmas
occurring e.g. in astrophysical, laboratory and technical situations has become an important
research field. The theoretical description of complex plasmas is extremely difficult due to their
heterogeneous composition and the drastic differences in the relevant space and times scales,
e.g. [1, 2]. With the help of confinement potentials it has become possible to trap, for long
periods of time, plasmas of a single charge (non-neutral plasmas). By varying the confinement
strength researchers have achieved liquid behavior and even Coulomb crystallization of ions [3]
and dust particles [4, 5]. Such strong correlation phenomena are of exceptional current interest
in many fields.

In general, the formation of extended, three dimensional dust clouds in rf-discharges is
hampered by the dominance of the gravitational force on the dust particles. Only in a narrow
sheath region above the electrode the electric field forces can compensate gravity. Hence, typical
dust clouds are two dimensional (2D) structures trapped in the non-equilibrium conditions of
the boundary sheath which cause the formation of vertical particle chains [6].

Besides electric field forces thermophoresis is capable to compensate gravitation. This has
recently been demonstrated by Rothermel et al. [7], but instead of homogeneous 3D dust
clouds the formation of dust free regions in the center of the discharge was observed. Similar
observations of these so-called voids are made under microgravity conditions [8]. Although in
both situations the electric field force on the particle is directed towards the plasma center, the
outward directed ion flow is assumed to produce a friction force which exceeds the electric field
forces in the center of the discharge and hence creates the void.

This contribution deals with the simulation and analysis of spherically 3D clusters which
were recently first experimentally observed in dusty plasmas [9]. We compare simulation results
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electrode

Laser

camera

dust

Laser sheet

glas tube

Figure 1. (Color online) Picture of the discharge chamber and a schematic drawing of the
experimental setup (top view). The laser produces a vertical laser fan which illuminates vertical
cross sections of the particle cloud. The camera looks at the illuminated plane under right
angle. Laser and camera are mounted on a common positioning system to allow observation of
arbitrary cross sections of the dust cloud.

to real dust clusters from experiments. In the simulations the dust-dust interaction potential is
modelled by a Coulomb potential [10].

2. Experiments on Coulomb balls
2.1. Experimental Setup
The experiments presented in this paper are performed in a capacitively coupled rf-discharge in
argon. The basic setup is well known from several investigations on 2D plasma crystals [6,11–13].
It consists of two plane parallel electrodes. The rf-power is applied to the lower electrode with
17 cm diameter. The upper electrode is a mesh grid of similar size and is connected to ground.
The distance between the electrodes is 6 cm. Compared to previous investigations two changes
are applied to the setup. First, the temperature of the lower electrode can be controlled in
a range between 20 − 80◦C. With the upper electrode being at room temperature, vertical
temperature gradients of up to 10◦C/cm can be established. Second, a glass tube with square
cross section is placed in the lower half of the discharge on top of the lower electrode.

Typical parameters for the discharge are vertical temperature gradients of 5 Kcm−1, rf-power
below 30 W and neutral gas pressures of 50-150 Pa. For the experiments we use particles with
a diameter of 3.4µm which are injected into the plasma from the top by gently shaking a fine
sieve. The dust particles are illuminated by a vertical laser sheet of less than 500µm width. The
scattered light of the particles is observed with a CCD-camera under right angle (Fig. 1). The
CCD camera is focused to the illuminated plane. Both, camera and laser fan are mounted on
a common frame which can be moved in horizontal direction. Hence images of arbitrary cross
section of the dust cloud can be recorded. In particular, all three coordinates of the particles
can be determined from a systematic scan of the dust cloud.
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Figure 2. (Color online) The schematic drawing (left) shows a spherical particle cloud and a
plane which rotates around an axis through the center of the cloud. The measured positions
of all particles hitting this plane are marked with a dot for a particle cluster with 190 particles
(right). The dashed lines indicate concentric circles around the cloud center.

2.2. Experimental Results
After injection of the particles the formation of a spherical dust cloud is observed. The cloud
is located inside the glass tube close to the geometric center of the discharge arrangement. The
example shown in Fig. 2 is a dust cloud consisting of 190 particles which has a diameter about
5 mm. In contrast to previous investigations [6–8] an important finding is that the dust cloud is
void-free and that the particles show no chain formation. To investigate the spatial structure in
more detail, Fig. 2 shows the particle distribution as a function of the cylindrical coordinates ρ
and z, i.e. the azimuthal dependence is omitted in this plot. Besides the overall spherical shape
of the dust cloud the occurrence of consentric shells is observed (dashed lines). This becomes
evident when the particle position is plotted as a function of radius (spherical coordinates) only.
Fig. 3 shows that the radial particle distribution function is strongly modulated. The prominent
peaks indicate the formation of concentric spherical shells. A more detailed analysis [9] of the
particle arrangement on individual shells shows that the particles arrange in a close hexagonal
packing which includes few pentagonal defects to form a convex surface. The shell occupation
for the 190 particle cluster is 2, 21, 60 and 107 starting with the innermost shell. This is close
to the occupation number [10] found by numerical simulations of Coulomb clusters [20].

The appearance of a highly ordered particle system is further supported by calculations of the
pair correlation function which yields a typical interparticle distance of 0.715 mm. Compared
with the intershell distance of about 0.63 mm a good agreement with hexagonal closed packed
systems is found [18].
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Figure 3. (Color online) Experimental radial particle distribution of a particle cluster with 190
particles.

3. Theory
3.1. Model
To model 3D Coulomb clusters confined in a 3D isotropic harmonic trap we consider N
classical particles with equal charge q and mass m interacting via the Coulomb potential. The
corresponding Hamilton function is

HN =
N∑

i=1

m

2
ṙi

2 +
N∑

i=1

m

2
ω2r2

i +
N∑

i>j

q2

4πε|ri − rj |
, (1)

where ω is the strength of the confinement potential. In what follows below we will
use dimensionless lengths and energies by introducing r0 = (q2/2πεmω2)1/3 and E0 =
(mω2q4/32π2ε2)1/3. The length r0 is the stable distance of two particles confined in the
considered potential, E0 denotes their ground state energy.

3.2. MD-Simulation
Three-dimensional classical Coulomb clusters in a spherical parabolic trap have been investigated
earlier by different authors with different numerical methods. Rafac et al. [15] simulated the
clusters with N ≤ 27 using MC techniques. An extended table with N ≤ 59 was given by Tsuruta
et al. [16]. The work of Hasse et al. [18] the number of charged particles was increased up to a few
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Figure 4. (Color online) Number of particles Ns on shell s vs. N . The 2nd shell is opened at
N = 13, the 3rd shell at N = 58 (and N = 61), the 4th shell at N = 155. Note the reoccurrence
of two shells at N = 60.

thousand. But they did not found the true ground state configurations for N = 28 − 31, 44, 45
and for clusters with more than 63 particles, due to accuracy limited calculation. To find
the ground and metastable states, we used classical molecular dynamics (MD) together with
a suitable simulated annealing method [10]. Starting with a random initial configuration of N
particles, the system is cooled continuously until all momenta are zero and the particles settle in
the minima of the potential energy surface. Depending on the particle number, the cooling down
process was repeated up to several thousand times until every of the computed low energy states
was found more than a given number of times (typically 10 . . . 100) assuring a high probability
that also the ground state has been found. Crucial for a high search efficiency is the use of an
optimized MD time step (it has to be chosen not too small to avoid trapping in local potential
minima). The complete results for N = 2 · · · 160 are given in Table 1 in the Appendix.

3.3. Cluster characterization
At zero temperature (zero particle velocities ṙi,) concentric shells are found with characteristic
closures as well as magic clusters. The stability of clusters is characterized by the binding
energy [16]:

∆2(N) = E(N + 1) + E(N − 1) − 2E(N). (2)

The symmetry within the shells can be analyzed by performing a Voronoi analysis [10], i.e.
by constructing polygons around each particle formed by the lines equally bisecting nearest-
neighbor pairs on the shell. To quantify this topological criterion, we introduce the Voronoi
symmetry parameter defined as
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Figure 5. (Color online) Binding energy ∆2 (Eq. 2) and mean Voronoi symmetry parameter
MVSP (Eq. 4) of the two outermost shells vs. particle number N . Magic clusters are
N = 4, 6, 10, 12, 19, 32, 38, 56 [16] and N = 81, 94, 103, 116 [10].

GM =
1

NM

NM∑

j=1

1
M

∣∣∣∣∣

M∑

k=1

eiMθjk

∣∣∣∣∣. (3)

Here NM denotes the number of particles on the shell, each of which is surrounded by a Voronoi
polygon of order M (M nearest neighbors), and θjk is the angle between the j-th particle and
its k-th nearest neighbor. A value G5 = 1 (G6 = 1) means that all pentagons (hexagons) are
perfect, the reduction of GM below 1 is a measure of their distortion. The Voronoi symmetry
parameter GM gives a measure for the symmetry of the Voronoi polygons of order M . To
quantify the symmetry of the whole shell we introduce the mean Voronoi symmetry parameter
(MVSP). We define the mean Voronoi symmetry parameter 〈G(s)〉 of the s-th shell of the cluster
as

〈G(s)〉 =
1

Ns

∑

M

NMG
(s)
M , (4)

where Ns denotes the number of all particles on shell s. The MVSP allows to compare clusters
with the same shell configuration because this parameter is very sensitive to the position of the
particles within the cluster.
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Figure 6. (Color online) Number NM of Voronoi polygons with M edges in the two outermost
shells vs. total particle number N . The top figure shows the first (outermost) shell and the
bottom figure the second shell.

3.4. Analysis of 3D Coulomb Clusters
Figure 4 shows the number of particles on different shells of the Coulomb clusters as a function
of the total particle number. The figure is easy to understand. For N ≤ 12 all particles occupy
one shell. With N = 12, the shell is filled completely (closed shell). The 13th particle opens a
new shell, i.e. one particle from the outer shell goes inside. Analogously, the 2nd shell is closed
when it contains 12 particles (for N = 57), and the 3rd shell is closed for N = 154, see table 1.

The existence of the shell structure is a marked peculiarity of mesoscopic Coulomb systems,
and is, of course, caused by the spherical confinement potential. With increasing N the structure
of a macroscopic system emerges gradually, see also Ref. [19]. The effect of the confinement is
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strongest at the cluster boundary, i.e. in the outer shell, whereas the inner shells are partially
shielded from the trap potential by the surrounding particle shells. Therefore, bulk properties
start to emerge in the center. This trend is, in fact, clearly seen already for N ≤ 200 by
comparing the widths of the shells [10], see table 1.

For the clusters (N = 2 . . . 160) Fig. 5 shows the binding energy ∆2 (Eq. 2) of the clusters
and the MVSP (Eq. 4) of the two outermost shells vs. the particle number. With the help of
these two quantities one can identify the so-called magic clusters, which are particularly stable.
The combination of these quantities (a peak in ∆2 and a higher MVSP in the shells) allows us
to identify magic clusters: N = 4, 6, 10, 12, 19, 32, 38, 56 [16] and N = 81, 94, 103, 116 [10].

Now we analyze the symmetry of the clusters in more detail. Figure 6 shows the number
of Voronoi polygons with M edges on the two outermost shells vs. total particle number. The
dashed line in the figures gives the number of particles on the shell. With increasing size the
particle number in the shell is increasing too. For smaller particle numbers in the shell we
observe polygons with M = 3, 4. With increasing particle numbers one can see an increase of
the number of polygons with M = 6, the number of polygons with M = 5 grows up to 12 and
is then nearly constant. In each case Euler’s theorem

∑
M(M≥3)

(6 − M)NM = 12 is fulfilled.

3.5. Cluster Fine Structure
An interesting observation is that the simulations frequently yield for the same shell configuration
different values of the total energy, see e.g. [10]. The differences are much larger than the
simulation error, moreover, the energies are reproducible. Obviously the state of a cluster is
not completely determined by its shell configuration (contrary to the 2D case). There exist
further (excited) states, which have the same shell configuration as the ground state, but a
different particle arrangement and symmetry within one shell. This can be called fine structure.
To understand the differences in the structure of these states with same shell configuration we
analyze the intrashell symmetry by a Voronoi analysis, i.e. by constructing polygons around a
given particle formed by the planes equally bisecting nearest-neighbor pairs on the shell (cf. the
example of N = 17 shown in Fig. 7). Interestingly, both states do not differ with respect to the
number of polygons of each kind in the outer shell: there are N5 = 12 pentagons and N6 = 4
hexagons. Rather the arrangement of the polygons is different. In one case, the four hexagons
form a perfect tetrahedron ABCD and are separated from each other by pentagons, cf. Fig. 7
(left), in the other case two pairs of hexagons touch, see Fig. 7 (right) and the tetrahedron is
distorted (Fig. 8). Two edges remain practically constant (AB ≈ CD ≈ 1.63), but the edge
AB rotates with respect to the first case by an angle of 34 degrees resulting in a reduction of
edges BC and AD to about 1.24 while AC and BD increase to 1.94. Comparing the energies
of the two configurations we conclude that the state with the more symmetric arrangement of
the Voronoi polygons, i.e. (Fig. 7, left), has the lower energy.

4. Summary and Outlook
In this contribution we have presented numerical simulation results for spherical Coulomb
clusters with N ≤ 160. The observed lowest energy states for N ≥ 60 are, in most cases,
lower than those previously reported and should be reliable baring points for experiments with
classical Coulomb balls in dusty plasmas or ultracold ions. Moreover, the shell configurations
detected are expected to be important also for quantum Coulomb clusters (e.g. in quantum dots)
in the strong coupling limit, as for 2D systems it was found that in most cases they have the same
shell configuration as their classical counterpart [14, 17]. In addition we performed an analysis
of the lowest excited states of small clusters. Besides metastable states with a shell structure
different from the ground state we identified fine structure states which are characterized by
different particle arrangement within the shells. These states have a lower symmetry which is
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Figure 7. (Color online) Voronoi construction for the cluster N = 17. The two energetically
lowest states with shell configuration N = {1, 16} are shown. White (dark) areas are hexagons
(pentagons) – indicating the number of nearest neighbors of the corresponding particle. Left:
ground state, right: first excited (fine structure) state. Above the figures the energies, radius of
the shell r1 and the symmetry parameters are given.

Figure 8. (Color online) Arrangement of the four particles surrounded by hexagons – the two
states differ by rotation of the edge AB. Dark (bright) circles corresponds to the configuration
shown in Fig. 7, left (right).
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linked to higher values of the total energy. Despite the decreasing values of the excitation energy
with increasing N , knowledge of the lowest metastable states is important for understanding
the dynamic properties of mesoscopic clusters.

From the experemental point of view creation of spherical particle clouds consisting of a
relatively large number of charged particles (of order 100 and higher) is rather easily achieved.
Creation of small clusters with a predefined number of particles is still under implementation
in the experiment. On the other hand, computer simulations become very time consuming
for N > 200. First preliminary comparisons of experiments and theory show good qualitative
agreement of the shell structure of the cluster N = 190. The agreement is further improved
if a statically screened Coulomb potential (i.e. Yukawa potential) is used instead of the bare
Coulomb interaction [20]. However, extensive further comparisons for various N are necessary.
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Appendix

Table 1. Ground state shell configurations, energy per particle, mean shell radii r1,2,3,4 and
widths σ1,2,3,4

N Config. E/N r1 r2 σ1 σ2

2 (2) 0.5 0.500(0) - 0.000(0) -
3 (3) 1.310370(7) 0.660(9) - 0.000(0) -
4 (4) 1.785826(2) 0.771(5) - 0.000(0) -
5 (5) 2.245187(2) 0.865(1) - 0.010(0) -
6 (6) 2.654039(0) 0.940(6) - 0.000(0) -
7 (7) 3.064186(0) 1.010(6) - 0.013(5) -
8 (8) 3.443409(4) 1.071(4) - 0.000(0) -
9 (9) 3.809782(0) 1.126(9) - 0.006(3) -
10 (10) 4.164990(0) 1.178(3) - 0.005(5) -
11 (11) 4.513275(4) 1.226(5) - 0.010(1) -
12 (12) 4.838966(4) 1.270(0) - 0.000(0) -
13 (12, 1) 5.166798(3) 1.365(9) - 0.000(0) -
14 (13, 1) 5.485915(4) 1.403(3) 0.007(1) 0.005(8) -
15 (14, 1) 5.792094(2) 1.438(3) 0.000(0) 0.005(6) -
16 (15, 1) 6.093421(3) 1.471(9) 0.000(0) 0.005(2) -
17 (16, 1) 6.388609(9) 1.504(2) 0.000(0) 0.006(2) -
18 (17, 1) 6.678830(3) 1.535(3) 0.000(0) 0.000(6) -
19 (18, 1) 6.964146(0) 1.565(4) 0.000(0) 0.004(0) -
20 (19, 1) 7.247181(0) 1.594(6) 0.000(2) 0.006(9) -
21 (20, 1) 7.522377(7) 1.622(6) 0.000(0) 0.003(4) -
22 (21, 1) 7.795468(9) 1.649(9) 0.000(7) 0.006(3) -
23 (21, 2) 8.063575(4) 1.707(7) 0.530(2) 0.030(2) -
24 (22, 2) 8.326802(8) 1.732(6) 0.526(0) 0.029(4) 0.009(2)
25 (23, 2) 8.588360(7) 1.757(0) 0.526(2) 0.026(3) 0.000(0)
26 (24, 2) 8.844236(2) 1.780(5) 0.524(1) 0.026(3) 0.000(8)
27 (24, 3) 9.097334(6) 1.830(5) 0.689(8) 0.036(9) 0.009(6)
28 (25, 3) 9.348367(8) 1.852(5) 0.688(9) 0.036(4) 0.001(6)
29 (25, 4) 9.595435(1) 1.899(2) 0.798(7) 0.037(4) 0.011(9)
30 (26, 4) 9.838964(7) 1.919(7) 0.796(1) 0.034(7) 0.018(0)
31 (27, 4) 10.079511(0) 1.939(9) 0.792(6) 0.038(3) 0.007(1)
32 (28, 4) 10.318678(8) 1.959(6) 0.793(5) 0.033(8) 0.000(0)
33 (29, 4) 10.556587(1) 1.979(1) 0.791(4) 0.034(6) 0.010(7)
34 (30, 4) 10.790841(9) 1.998(0) 0.790(1) 0.035(8) 0.000(0)
35 (30, 5) 11.022731(0) 2.038(1) 0.885(9) 0.041(0) 0.038(0)
36 (30, 6) 11.251922(6) 2.077(5) 0.958(2) 0.035(3) 0.000(0)
37 (31, 6) 11.478747(2) 2.094(7) 0.958(5) 0.035(8) 0.017(8)
38 (32, 6) 11.702951(6) 2.111(9) 0.954(9) 0.039(4) 0.000(0)
39 (33, 6) 11.928322(8) 2.128(9) 0.954(9) 0.035(2) 0.012(0)
40 (34, 6) 12.150162(9) 2.145(3) 0.954(7) 0.038(0) 0.011(8)
41 (35, 6) 12.370791(5) 2.161(8) 0.953(8) 0.035(4) 0.006(4)
42 (35, 7) 12.589139(3) 2.196(1) 1.026(0) 0.040(6) 0.050(7)
43 (36, 7) 12.805545(2) 2.211(9) 1.025(2) 0.037(4) 0.045(6)
44 (36, 8) 13.020077(9) 2.245(4) 1.084(5) 0.038(0) 0.013(2)
45 (37, 8) 13.232901(2) 2.260(3) 1.084(5) 0.038(0) 0.034(0)
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Continuation of Table 1

N Config. E/N r1 r2 r3 σ1 σ2 σ3

46 (38, 8) 13.444601(5) 2.275(1) 1.084(2) - 0.036(4) 0.037(3) -
47 (38, 9) 13.654458(5) 2.306(6) 1.139(1) - 0.034(0) 0.048(8) -
48 (39, 9) 13.862762(0) 2.321(0) 1.137(9) - 0.033(0) 0.036(2) -
49 (40, 9) 14.069919(9) 2.335(1) 1.137(1) - 0.034(1) 0.035(4) -
50 (41, 9) 14.275728(5) 2.349(0) 1.137(2) - 0.036(8) 0.026(7) -
51 (41, 10) 14.480101(0) 2.378(8) 1.187(7) - 0.035(2) 0.029(8) -
52 (42, 10) 14.683192(6) 2.392(2) 1.187(5) - 0.034(0) 0.029(4) -
53 (43, 10) 14.885283(9) 2.405(5) 1.187(2) - 0.037(5) 0.029(5) -
54 (44, 10) 15.085702(8) 2.418(6) 1.187(2) - 0.035(2) 0.024(5) -
55 (43, 12) 15.284702(6) 2.461(8) 1.277(3) - 0.031(8) 0.010(1) -
56 (44, 12) 15.482144(4) 2.474(3) 1.278(0) - 0.036(9) 0.010(1) -
57 (45, 12) 15.679350(2) 2.486(9) 1.276(3) - 0.036(3) 0.007(2) -
58 (45, 12, 1) 15.875406(2) 2.512(6) 1.376(5) 0.005(2) 0.046(3) 0.004(3) -
59 (46, 12, 1) 16.070103(4) 2.524(7) 1.376(4) 0.000(0) 0.048(0) 0.000(0) -
60 (48, 12) 16.263707(3) 2.523(6) 1.275(5) - 0.036(0) 0.003(6) -
61 (48, 12, 1) 16.455812(8) 2.548(8) 1.375(1) 0.004(2) 0.045(1) 0.002(4) -
62 (48, 13, 1) 16.647519(7) 2.573(8) 1.413(4) 0.016(3) 0.044(3) 0.023(5) -
63 (48, 14, 1) 16.837694(0) 2.598(8) 1.447(3) 0.004(6) 0.039(3) 0.024(7) -
64 (49, 14, 1) 17.027288(9) 2.610(1) 1.447(8) 0.001(9) 0.037(3) 0.023(7) -
65 (50, 14, 1) 17.215360(8) 2.621(2) 1.447(7) 0.000(0) 0.049(5) 0.018(8) -
66 (50, 15, 1) 17.402891(3) 2.645(3) 1.480(5) 0.005(9) 0.043(2) 0.026(6) -
67 (51, 15, 1) 17.589347(4) 2.656(3) 1.480(3) 0.004(6) 0.043(0) 0.024(3) -
68 (51, 16, 1) 17.774874(4) 2.679(7) 1.512(3) 0.003(4) 0.034(5) 0.031(1) -
69 (52, 16, 1) 17.959432(2) 2.690(3) 1.512(6) 0.001(0) 0.039(3) 0.034(3) -
70 (53, 16, 1) 18.143338(3) 2.701(0) 1.511(9) 0.002(3) 0.041(1) 0.031(7) -
71 (54, 16, 1) 18.326281(9) 2.711(6) 1.511(8) 0.008(3) 0.041(2) 0.028(0) -
72 (54, 17, 1) 18.508444(3) 2.734(2) 1.542(3) 0.005(9) 0.035(3) 0.020(1) -
73 (55, 17, 1) 18.689729(4) 2.744(5) 1.542(2) 0.004(7) 0.037(5) 0.020(4) -
74 (56, 17, 1) 18.870167(9) 2.754(6) 1.542(3) 0.008(8) 0.042(2) 0.017(8) -
75 (56, 18, 1) 19.049742(1) 2.776(5) 1.571(7) 0.005(5) 0.037(2) 0.031(8) -
76 (57, 18, 1) 19.228600(2) 2.786(5) 1.571(4) 0.000(0) 0.037(2) 0.025(3) -
77 (58, 18, 1) 19.406816(5) 2.796(4) 1.571(4) 0.003(3) 0.038(5) 0.031(4) -
78 (59, 18, 1) 19.584175(2) 2.806(3) 1.571(5) 0.004(6) 0.039(8) 0.027(1) -
79 (60, 18, 1) 19.760799(9) 2.816(1) 1.570(9) 0.005(0) 0.040(2) 0.027(4) -
80 (60, 19, 1) 19.936689(9) 2.837(0) 1.600(2) 0.003(0) 0.038(4) 0.038(4) -
81 (60, 20, 1) 20.111592(4) 2.857(7) 1.627(1) 0.006(4) 0.031(1) 0.040(6) -
82 (61, 20, 1) 20.286103(1) 2.867(1) 1.627(4) 0.005(0) 0.031(1) 0.040(6) -
83 (61, 20, 2) 20.459834(2) 2.886(6) 1.688(6) 0.544(7) 0.039(0) 0.061(9) 0.044(5)
84 (61, 21, 2) 20.632758(9) 2.906(4) 1.714(0) 0.542(6) 0.034(1) 0.069(2) 0.003(3)
85 (62, 21, 2) 20.804907(5) 2.915(6) 1.713(5) 0.542(2) 0.038(6) 0.063(9) 0.021(7)
86 (63, 21, 2) 20.976517(8) 2.924(7) 1.713(8) 0.540(3) 0.041(2) 0.061(4) 0.009(6)
88 (64, 22, 2) 21.317682(0) 2.953(2) 1.737(8) 0.538(5) 0.033(9) 0.059(1) 0.005(7)
89 (65, 22, 2) 21.487369(1) 2.962(1) 1.737(8) 0.537(5) 0.034(4) 0.057(0) -
90 (66, 22, 2) 21.656403(7) 2.970(9) 1.737(6) 0.535(9) 0.037(4) 0.057(5) -
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Continuation of Table 1

N Config. E/N r1 r2 r3 σ1 σ2 σ3

91 (66, 22, 3) 21.824823(2) 2.989(1) 1.791(6) 0.705(0) 0.043(4) 0.066(7) 0.004(0)
92 (67, 22, 3) 21.992541(8) 2.997(9) 1.791(1) 0.705(2) 0.044(4) 0.064(9) 0.015(2)
93 (66, 24, 3) 22.159489(7) 3.026(0) 1.836(1) 0.701(9) 0.035(8) 0.078(1) 0.013(0)
94 (67, 24, 3) 22.325841(4) 3.034(7) 1.835(6) 0.700(1) 0.034(9) 0.068(3) 0.019(6)
95 (67, 24, 4) 22.491878(2) 3.052(2) 1.884(8) 0.808(9) 0.035(3) 0.067(7) 0.021(5)
96 (68, 24, 4) 22.657270(6) 3.060(6) 1.884(6) 0.808(3) 0.040(8) 0.067(5) 0.033(0)
97 (69, 24, 4) 22.822032(2) 3.068(7) 1.884(9) 0.809(5) 0.046(1) 0.067(8) 0.029(9)
98 (69, 25, 4) 22.986199(1) 3.086(4) 1.905(5) 0.808(1) 0.035(7) 0.075(0) 0.028(0)
99 (70, 25, 4) 23.149758(0) 3.094(5) 1.905(6) 0.807(1) 0.043(0) 0.072(2) 0.027(9)
100 (70, 26, 4) 23.312759(3) 3.111(7) 1.925(9) 0.805(5) 0.041(7) 0.074(0) 0.022(6)
101 (70, 27, 4) 23.475164(4) 3.129(1) 1.945(0) 0.802(8) 0.030(1) 0.073(1) 0.005(8)
102 (72, 26, 4) 23.637044(1) 3.128(0) 1.924(8) 0.805(2) 0.043(3) 0.071(0) 0.018(9)
103 (72, 27, 4) 23.798274(3) 3.145(1) 1.944(3) 0.801(7) 0.037(7) 0.071(2) 0.008(2)
104 (72, 28, 4) 23.959361(3) 3.161(7) 1.964(1) 0.802(1) 0.034(5) 0.078(1) 0.001(9)
105 (73, 28, 4) 24.120222(9) 3.169(6) 1.964(1) 0.802(0) 0.036(3) 0.076(8) 0.010(2)
106 (74, 28, 4) 24.280223(2) 3.177(3) 1.964(2) 0.802(3) 0.038(7) 0.077(2) 0.009(2)
107 (75, 28, 4) 24.439665(7) 3.185(0) 1.964(0) 0.801(0) 0.040(4) 0.074(4) 0.006(7)
108 (76, 28, 4) 24.598713(7) 3.192(7) 1.964(0) 0.800(7) 0.041(0) 0.072(3) 0.005(3)
109 (77, 28, 4) 24.757151(3) 3.200(5) 1.963(8) 0.800(6) 0.040(6) 0.070(5) 0.003(4)
110 (77, 28, 5) 24.915153(9) 3.216(3) 2.006(3) 0.896(1) 0.043(5) 0.076(3) 0.041(5)
111 (77, 29, 5) 25.072584(2) 3.232(2) 2.024(9) 0.896(9) 0.040(9) 0.081(7) 0.030(3)
112 (76, 30, 6) 25.229492(1) 3.255(4) 2.085(7) 0.967(0) 0.035(8) 0.095(0) 0.041(7)
113 (77, 30, 6) 25.385842(0) 3.263(7) 2.083(1) 0.964(0) 0.036(8) 0.073(2) 0.016(9)
114 (78, 30, 6) 25.541848(2) 3.271(1) 2.082(9) 0.964(0) 0.036(6) 0.074(5) 0.009(6)
115 (77, 32, 6) 25.697308(2) 3.294(9) 2.116(2) 0.963(0) 0.026(6) 0.077(4) 0.004(4)
116 (78, 32, 6) 25.852252(8) 3.302(2) 2.115(9) 0.963(3) 0.021(8) 0.076(0) 0.004(5)
117 (79, 32, 6) 26.007089(4) 3.309(4) 2.115(8) 0.962(2) 0.032(4) 0.075(3) 0.005(0)
118 (80, 32, 6) 26.161426(8) 3.316(7) 2.115(5) 0.961(3) 0.028(6) 0.068(5) 0.007(1)
119 (81, 32, 6) 26.315442(5) 3.323(7) 2.115(6) 0.962(4) 0.036(8) 0.069(8) 0.003(1)
120 (82, 32, 6) 26.468996(0) 3.330(8) 2.115(7) 0.962(0) 0.037(4) 0.070(2) 0.004(0)
121 (83, 32, 6) 26.622118(4) 3.337(9) 2.115(4) 0.961(4) 0.038(1) 0.067(6) 0.002(8)
122 (84, 32, 6) 26.774879(2) 3.344(9) 2.115(5) 0.962(0) 0.039(8) 0.068(5) 0.003(7)
123 (83, 34, 6) 26.927194(9) 3.367(2) 2.149(3) 0.962(5) 0.036(7) 0.085(6) 0.004(3)
124 (84, 34, 6) 27.079019(5) 3.374(1) 2.149(1) 0.962(7) 0.034(4) 0.086(7) 0.009(6)
125 (84, 34, 7) 27.230457(6) 3.388(4) 2.185(0) 1.034(0) 0.035(9) 0.085(2) 0.062(7)
126 (84, 35, 7) 27.381438(1) 3.402(7) 2.200(9) 1.034(1) 0.036(9) 0.089(2) 0.067(6)
127 (85, 35, 7) 27.532034(0) 3.409(4) 2.201(4) 1.034(0) 0.040(1) 0.091(0) 0.042(8)
128 (85, 35, 8) 27.682123(2) 3.423(5) 2.235(8) 1.092(2) 0.040(7) 0.083(2) 0.036(8)
129 (85, 36, 8) 27.831888(6) 3.437(9) 2.250(2) 1.091(9) 0.032(8) 0.081(5) 0.034(1)
130 (86, 36, 8) 27.981234(3) 3.444(5) 2.250(1) 1.091(7) 0.035(2) 0.083(2) 0.048(8)
131 (87, 36, 8) 28.130244(0) 3.451(3) 2.249(8) 1.090(9) 0.034(2) 0.078(5) 0.030(5)
132 (87, 37, 8) 28.278862(5) 3.465(1) 2.264(9) 1.090(5) 0.034(4) 0.081(8) 0.014(0)
133 (88, 37, 8) 28.427061(5) 3.471(8) 2.264(2) 1.091(2) 0.035(5) 0.085(7) 0.013(4)
134 (88, 37, 9) 28.574953(4) 3.485(5) 2.297(0) 1.144(0) 0.031(2) 0.071(5) 0.054(1)
135 (88, 38, 9) 28.722421(1) 3.499(2) 2.311(0) 1.143(6) 0.030(2) 0.073(9) 0.048(8)
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Continuation of Table 1

N Config. E/N r1 r2 r3 σ1 σ2 σ3

136 (89, 38, 9) 28.869526(8) 3.505(4) 2.311(2) 1.144(0) 0.031(5) 0.078(7) 0.043(7)
137 (90, 38, 9) 29.016328(0) 3.511(9) 2.311(0) 1.144(0) 0.033(4) 0.078(9) 0.040(2)
138 (90, 39, 9) 29.162701(3) 3.525(4) 2.325(1) 1.143(3) 0.029(9) 0.080(5) 0.037(0)
139 (91, 39, 9) 29.308773(6) 3.531(6) 2.325(1) 1.143(0) 0.034(2) 0.085(7) 0.034(9)
140 (91, 40, 9) 29.454518(1) 3.544(9) 2.339(1) 1.142(9) 0.029(5) 0.084(2) 0.042(4)
141 (92, 40, 9) 29.599899(6) 3.551(4) 2.338(7) 1.141(7) 0.033(5) 0.075(1) 0.038(4)
142 (92, 40, 10) 29.744962(8) 3.564(4) 2.368(9) 1.193(0) 0.034(1) 0.070(0) 0.045(4)
143 (93, 40, 10) 29.889733(5) 3.570(7) 2.368(9) 1.193(2) 0.031(4) 0.071(4) 0.032(2)
144 (94, 40, 10) 30.034090(4) 3.576(9) 2.368(8) 1.193(1) 0.033(1) 0.070(7) 0.055(2)
145 (94, 41, 10) 30.178106(2) 3.589(8) 2.382(5) 1.192(0) 0.035(8) 0.071(2) 0.034(8)
147 (95, 42, 10) 30.465219(1) 3.608(7) 2.395(7) 1.192(3) 0.029(9) 0.079(4) 0.039(4)
148 (96, 42, 10) 30.608238(9) 3.614(8) 2.395(5) 1.192(3) 0.030(6) 0.078(8) 0.036(7)
149 (96, 43, 10) 30.750998(2) 3.627(3) 2.409(0) 1.192(6) 0.032(3) 0.085(3) 0.037(6)
150 (96, 42, 12) 30.893383(1) 3.639(5) 2.454(1) 1.281(6) 0.034(8) 0.079(5) 0.010(3)
151 (96, 43, 12) 31.035390(0) 3.652(4) 2.465(9) 1.281(4) 0.027(1) 0.068(5) 0.014(6)
152 (96, 44, 12) 31.177075(2) 3.664(9) 2.478(3) 1.281(1) 0.031(1) 0.067(4) 0.016(5)
153 (97, 44, 12) 31.318527(6) 3.670(8) 2.478(1) 1.281(1) 0.028(2) 0.067(3) 0.012(9)
154 (98, 44, 12) 31.459632(1) 3.676(9) 2.477(7) 1.281(0) 0.026(3) 0.062(5) 0.014(4)

Continuation of Table 1

N Config. E/N r1 r2 r3 r4

155 (98, 44, 12, 1) 31.600488(0) 3.688(7) 2.504(2) 1.384(6) 0.002(2)
156 (98, 45, 12, 1) 31.741100(1) 3.700(6) 2.516(9) 1.383(8) 0.012(7)
157 (100, 44, 12, 1) 31.881320(7) 3.700(4) 2.503(8) 1.383(9) 0.004(3)
158 (100, 45, 12, 1) 32.021293(6) 3.712(2) 2.516(6) 1.383(4) 0.004(3)
159 (101, 45, 12, 1) 32.161014(1) 3.718(0) 2.516(4) 1.383(7) 0.005(3)
160 (102, 45, 12, 1) 32.300404(8) 3.723(8) 2.516(1) 1.383(3) 0.007(3)

N σ1 σ2 σ3 σ4

155 0.030(1) 0.079(9) 0.009(0) -
156 0.033(3) 0.087(1) 0.006(2) -
157 0.034(0) 0.076(2) 0.006(5) -
158 0.032(7) 0.085(2) 0.006(3) -
159 0.031(0) 0.088(1) 0.005(9) -
160 0.034(1) 0.082(2) 0.005(2) -
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3.3 Structural Properties of Screened Coulomb Balls

Small three-dimensional strongly coupled charged particles in a spherical confinement
potential arrange themselves in a nested shell structure. By means of experiments, com-
puter simulations, and theoretical analysis, the sensitivity of their structural properties
to the type of interparticle forces is explored. While the normalized shell radii are found
to be independent of shielding, the shell occupation numbers are sensitive to screening
and are quantitatively explained by an isotropic Yukawa model.

The results were published as refereed journal publication:

3.3.1 Structural Properties of Screened Coulomb Balls,
M. Bonitz, D. Block, O. Arp, V. Golubnychiy, H. Baumgartner, P. Ludwig,
A. Piel, and A. Filinov, Physical Review Letters 96, 075001 (2006)
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Structural Properties of Screened Coulomb Balls
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1ITAP, Christian-Albrechts-Universität zu Kiel, D-24098 Kiel, Germany
2IEAP, Christian-Albrechts-Universität zu Kiel, D-24098 Kiel, Germany
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Small three-dimensional strongly coupled charged particles in a spherical confinement potential
arrange themselves in a nested shell structure. By means of experiments, computer simulations, and
theoretical analysis, the sensitivity of their structural properties to the type of interparticle forces is
explored. While the normalized shell radii are found to be independent of shielding, the shell occupation
numbers are sensitive to screening and are quantitatively explained by an isotropic Yukawa model.

DOI: 10.1103/PhysRevLett.96.075001 PACS numbers: 52.27.Lw, 52.27.Gr, 52.35.Fp, 82.70.Dd

The recently discovered Coulomb balls [1] are an inter-
esting new object for studying strongly coupled systems.
Coulomb balls consist of hundreds of micrometer sized
plastic spheres embedded in a gas plasma. The plastic
spheres attain a high electric charge Q of the order of
several thousand elementary charges and arrange them-
selves into a highly ordered set of nested spherical shells
with hexagonal order inside the shells. Coulomb balls are a
special form of 3D-plasma crystals [2–4]. The formation
of ordered clusters with nested shells was also observed in
laser-cooled trapped ion systems, e.g., [5,6], and is ex-
pected to occur in expanding neutral plasmas [7,8].

The same kind of ordering was found in molecular
dynamics (MD) simulations, e.g., [9–11], and references
therein. In particular, the transition to the macroscopic
limit [12,13], the symmetry properties of the individual
shells including a Voronoi analysis [10] and metastable
intrashell configurations [11,14] have been analyzed. Very
large systems of trapped ions show a transition to the
crystal structure of bulk material, which was measured
by laser scattering [15].

Although the shell structure of ion crystals is quite well
understood in terms of simulation results, these systems do
not yet allow for systematic experimental studies of the
structure inside the shells and the detailed occupation
numbers of individual shells. The advantage of studying
Coulomb balls is the immediate access to the full three-
dimensional structure of the nested shell system by means
of video microscopy. The tracing of each individual parti-
cle is ensured by the high optical transparency of the
system, which results from particle diameters of typically
5 �m at interparticle spacings of 500 �m. Compared to
atomic particles, the very high mass of the microparticles
used here slows down all dynamic phenomena to time
scales ranging from 10 ms to seconds. Therefore, studies
of Coulomb balls complement investigations of ion crys-
tals, where dynamical studies are difficult.

Coulomb balls are in a strongly coupled state, i.e., the
Coulomb coupling parameter, � � Q2=akBT, where a is
the mean interparticle distance, attains large values (��

100). Contrary to ion crystals, where the particles interact
via the pure Coulomb force, the microparticles in a
Coulomb ball are expected to interact by a Yukawa type
pair potential, Vdd � �Q2=r�e�r=�D , which was verified
experimentally in complex plasmas [16]. Therefore,
Coulomb balls are characterized by two parameters, the
coupling parameter � and the Debye shielding length of the
plasma �D. It is the intention of this paper to study the
influence of shielding on the structure of Coulomb balls, in
particular, to pin down the differences from systems with
pure Coulomb interaction. This will be done by comparing
computer simulations with experimental results. At the
same time, a study of spherical crystals with Yukawa
interaction opens up an interesting new field which in a
natural way bridges the gap between the above mentioned
theoretical investigations of finite size Coulomb systems
and the theory of macroscopic Yukawa plasmas, e.g.
[17,18].

Experiment.—The experiment is described in detail in
Refs. [1,14,19], so here we only summarize the main
results from a systematic investigation of 43 Coulomb balls
consisting of 100 to 500 monodisperse and hence uni-
formly charged particles. All Coulomb balls were trapped
under identical experimental conditions. All of them had a
spherical shape and their diameter was in the range of 4–
5 mm. A typical experimental result for a cluster and its
shell structure is shown in the left part of Fig. 1. In all
43 Coulomb balls a similar shell structure was observed
and the shell radii Rs and the shell occupation numbers Ns
were measured. Further, from the pair correlation function
the typical mean interparticle distance was derived, which
for all N was close to a ’ 0:6 mm. The mean intershell
distance dwas found to be d � �0:86� 0:06�a, which is in
good agreement with local icosahedral ordering [9]. An
important experimental result is that the intershell distance
is constant over the whole Coulomb ball and implies a
constant average density of particles and ions, which is
equivalent to a parabolic electric potential well used for the
simulations below. A more detailed experimental verifica-
tion of the parabolic confinement well is described else-
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where [19]. A different case with ‘‘self-confinement’’ of a
dust cloud in a strongly anharmonic potential was recently
discussed in [20].

Simulations.—For a theoretical explanation of the ex-
perimental results we have performed molecular dynamics
and thermodynamic Monte Carlo (MC) simulations using
the Hamiltonian

H �
XN
i�1

�
p2
i

2m
�Uc�ri�

�
�

1

2

X
i�j

Vdd�ri � rj�: (1)

We assume that the Coulomb balls consist of particles with
the same mass and charge and that a stationary state is
reached close to thermodynamic equilibrium. Furthermore,
the observed isotropic particle configuration suggests to
use an isotropic interaction potential. Screening effects are
included in static approximation using Debye(Yukawa)-
type pair potentials Vdd given above. In the simulations
we use dimensionless parameters, with lengths given in
units of the ground state distance of two particles, r0c,
defined in Eq. (2), hence in this Letter � � r0c=�D. In
experimental papers, � � a=�D is often used. In accor-
dance with the experiment on Coulomb balls [19] and
previous experiments and simulations on ion crystals
[17], we use a screening-independent confinement poten-
tial Uc�r� � m!2 � r2=2. As a result, in our model the
configuration of the Coulomb balls is determined by three
parameters: particle number N, screening parameter �, and
temperature T. Since experimental plasma densities and
temperatures are not precisely known, we have performed
a series of calculations for different values of � and T.
Furthermore, a wide range of particle numbers, up to N �
503, has been analyzed.

Results.—Consider first the theoretical ground state con-
figurations (T � 0) in the case of Coulomb interaction,
� � 0, which were obtained by classical MD simulations
using an optimized simulated annealing technique [11].

Using about 1000 independent runs for each value of N
ensured that the ground state is reached. In addition, we
have performed MC simulations in the canonic ensemble
with a standard Metropolis algorithm, which allows for a
rigorous account of finite temperature effects. Both simu-
lations yield identical configurations at low temperature.
Figure 1 shows a comparison of MD simulation and ex-
periment for the case of N � 190 particles. In both cases
four concentric spherical shells are observed, which are the
result of a balance between confinement potential Uc and
interparticle repulsion Vdd.

For a more detailed quantitative comparison between
experiment and simulation we analyze the dependence of
the shell radii Rs on the cluster size N (Fig. 2). The
interparticle distance a serves as a common length scale
as it is accessible in experiment and simulation. There is an
overall increase / N1=3 of the experimental Rs for all shells
and all 43 analyzed clusters. Exceptions occur around
values of N where new shells emerge. The same behavior
is obtained from the MD simulations. Without any free
parameter a very good agreement of experimental radii and
Coulomb MD results (full lines) is observed, in particular,
concerning the absolute values, the slope and the equi-
distance of the shells. Further, these results hold also in
case of a Yukawa potential if � is small (dashed lines in
Fig. 2). Interestingly, the general scaling of the shell radii
in units of the interparticle distance a of weakly shielded
Coulomb balls / N1=3 is the same as for pure Coulomb
systems, such as ion crystals.

However, a marked difference between experiment and
simulations of pure Coulomb systems is observed for the
shell population numbers N1 . . .N4. Table I shows the shell
population numbers for various screening parameter � of a
Coulomb ball with N � 190 as obtained from MD simu-
lations and experiment. Clearly, for � � 0 the MD results
yield systematically more particles in the outer part of the
cluster than observed in experiment. Further, Table I shows
that, with increasing �, particles move from the outer shell
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FIG. 2. Experimental (symbols) and MD-simulation (lines)
results for the shell radii of three-dimensional Coulomb balls
in units of the mean interparticle distance.

FIG. 1. Radial particle distribution for N � 190 given in cy-
lindrical coordinates. Left: experiment [1], right two figures:
MD-simulation results with Coulomb (� � 0), and Yukawa
(� � 1) potential. The shell occupation numbers are compiled
in Table I.
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inward. Interestingly, for � � 0:58 . . . 0:63, the simulations
yield exactly the same shell configuration as the experi-
ment. Therefore, the different population numbers may be
attributed to the influence of screening and hence weaken-
ing of the interaction potential.

To investigate this in more detail, the comparison was
extended to all 43 Coulomb balls. Because of their differ-
ent size and even different number of shells the systematic
differences in shell population of Coulomb and Yukawa
systems can be studied comparing the experimental results
and MD simulations. The result is shown in Fig. 3.
Coulomb and Yukawa simulations as well as the experi-
ment reveal an almost linear behavior of the shell popula-
tion of all shells as a function of N2=3. However, the
experimentally obtained population of the outermost shell
N4 is significantly smaller than the one of a Coulomb
system (solid line), whereas the inner shells show a sys-
tematically higher population. Interestingly, the Yukawa
MD simulations (dashed lines) show the same systematic
deviation from the Coulomb case. It is clearly found that
with increasing � particles move to inner shells. Hence, the
finding discussed for the Coulomb balls with N � 190 in
Table I holds generally. This tendency reflects the fact that,
from an energetic point of view, the higher population of
the inner shells becomes less costly, due to the shielding

than the occupation of the outermost shell, where the
confinement by the trap dominates the potential energy.

In more detail, we find that the outermost shell exhibits
the largest absolute change with � and it is, therefore, best
suited for a detailed comparison with the experimental
data, see Fig. 3. From a best fit to the experimental data,
we find a screening parameter �EXP � 0:62� 0:23. An
independent analysis for the other shells confirms this
result, e.g., the third shell, yields �EXP � 0:58� 0:43.
Determining the mean interparticle distance a from the
first peak of the pair distribution function �EXP translates
into an average Debye length �D=a � 1:54� 0:7.
Furthermore, as one can see in the right hand part of
Fig. 1, an increase of � leads to compression of the entire
cluster, which is due to the reduction of the potential Vdd.
The fact that more and more particles move from the outer
shells inward has the consequence that closed shell con-
figurations are already reached at a smaller number N	 of
total particles compared to N	c in the Coulomb case. While
for � � 0, the first closed shell is found at N	1 � 12 parti-
cles, for � * 4:7 the ground state of a cluster with 12 (and
11 as well) particles contains one particle in the center and
N	1 � 10. For � � 0:6 closure of the 2nd to 4th shell is
observed for N	2 � 54, N	3 � 135, N	4 � 271, whereas in
the Coulomb case N	2c � 57; 60 [10], N	3c � 154 [14] and
N	4c � 310 cf. also Fig. 2.

After analyzing the shell populations we now consider
the shell width. The larger roughness of the shells in the
experiments cf. Fig. 1, is attributed to small anisotropies of
the experimental confinement and finite depth resolution of
the imaging equipment as well as temperature effects.
While the measurements are at room temperature, the
MD simulations refer to T � 0. Therefore, we have ana-
lyzed the influence of temperature on the shell radii and
populations with the help of MC simulations. From the
results we conclude that the effect of temperature on the
shell configurations Ns is negligible for � � 0:6. At con-
stant finite T we find that an increase of � leads to a
reduction of shell roughness. Contrary to that, a tempera-
ture increase at elsewhere fixed parameters in fact leads to
a roughening of the shells proportional to

����
T
p

for the outer
shell and an even stronger effect for the inner shells. This
tendency will become evident from the analytical results
below.

Analytical results.—The main influence of screening on
Coulomb balls is readily understood with the help of
analytical results, which can be found for N � 2. First,
the ground state distance r0��� follows from minimizing
the potential energy U in Eq. (1):

e�r0r3
0

1� �r0

�
Q2

m=2!2 
 r3
0c: (2)

Equation (2) yields the two-particle distance, r0c, in an
unscreened system as a function of r0 and is easily inverted
numerically [21]. The ratio r0=r0c is always smaller than
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FIG. 3. Experimental (symbols) and simulation (lines) results
for the shell population of three-dimensional Coulomb clusters
at different values of � (see inset).

TABLE I. Experimental (last column) and theoretical shell
configuration of the Coulomb ball N � 190. N1 . . .N4 denote
the particle numbers on the ith shell beginning in the center.

�! 0 0.2 0.3 0.4 0.5 0.6 1.0 Experiment

N1 1 1 2 2 2 2 4 2
N2 18 18 20 20 21 21 24 21
N3 56 57 57 58 58 60 60 60
N4 115 114 111 110 109 107 102 107
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unity and monotonically decreasing with �, thereby con-
firming the above observation of screening-induced com-
pression of the Coulomb balls. Second, we analyze the
cluster stability by expanding the potential U in terms of
small fluctuations, y 
 r� r0, around the ground state, up
to second order: U�r� �U�r0� �

1
2U
00�r0�y2 
 m

4 �2y2.
This defines an effective local trap frequency �

�2��� � 3!2

�
1�

1

3

�2r2
0

1� �r0

�
�

6

m
Q2

r3
0

f2���;

f2��� � e��r0�1� �r0 � �
2r2

0=3�;
(3)

which allows us to estimate the width of the Coulomb ball
shells. Third, we compute the variance of the particle
distance fluctuations, �r, for particles in a parabolic po-
tential with frequency � at temperature T and obtain �2

r �
2kBT=�m�2� which is in agreement with our MC simula-
tions. This allows for two interesting conclusions: At con-
stant screening, the shell width grows with temperature as����
T
p

while screening reduces the shell width. One might be
tempted to conclude that increased screening makes parti-
cle transitions between neighboring shells less likely and
thus stabilizes the cluster against melting. However, the
opposite is true, because screening also reduces the dis-
tance between shells which is of the order of r0. The
relative importance of both tendencies can be discussed
in terms of the relative distance fluctuations, a critical
value of which determines the onset of radial melting
(Lindemann criterion).

u2
r 


�2
r

r2
0

�
1

3

1

�	2
; �	2 � �2f2���: (4)

ur is related to an effective coupling parameter, �	2 which
depends on the interaction strength of two trapped parti-
cles—via the Coulomb-type coupling parameter, �2 

Q2=�kBTr0�, and on the screening strength—via the func-
tion f2���. f2 monotonically decreases with � (ur in-
creases), thus screening destabilizes the Coulomb balls.

Finally, these analytical results are closely related to
those for macroscopic homogeneous Yukawa systems,
e.g. [17,18]. This limit is recovered by replacing, in (3),
r0 by the mean interparticle distance a at a given density n,
a � �3=4�n�1=3. Then the local trap frequency becomes
�2 ! !2

pdf2���, showing that, in a Coulomb system, �

approaches the dust plasma frequency !pd whereas, in the

case of screening, the result is modified by a factor
������������
f2���

p
[22]. Also, the effective coupling parameter �	2 is in full
analogy to the macroscopic result [18].

In summary, we have presented a combined experimen-
tal, numerical, and theoretical analysis of small spherical
charged particle clusters. The excellent experimental ac-
cessibility of these systems has been demonstrated. The
structure of these clusters deviates from models with pure
Coulomb interaction and requires the inclusion of static
screening. For the particle number range N � 100 . . . 500,

comparison with the MD and MC simulations has allowed
us to determine the screening parameter averaged over the
clusters as �D=a � 1:5. These Coulomb balls are repre-
sentative for finite Yukawa systems, combining shell prop-
erties observed in spherical Coulomb clusters with
screening effects found in Yukawa plasmas. Since the shell
occupation numbers have now been critically analyzed, our
results confirm earlier conclusions about the shell structure
of ion clusters, where such an analysis was not accessible
yet. The results are relevant for other strongly correlated
charged particle systems, such as crystal formation of
droplets in expanding laser produced plasmas, where
shielding becomes important.
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and, in part, by DLR under Contract No. 50WM0039.
We acknowledge discussions with W. D. Kraeft and M.
Kroll’s assistance in conducting the experiments.

[1] O. Arp, D. Block, A. Piel, and A. Melzer, Phys. Rev. Lett.
93, 165004 (2004).

[2] J. B. Pieper, J. Goree, and R. A. Quinn, Phys. Rev. E
54, 5636 (1996).

[3] M. Zuzic et al., Phys. Rev. Lett. 85, 4064 (2000).
[4] Y. Hayashi, Phys. Rev. Lett. 83, 4764 (1999).
[5] D. J. Wineland et al., Phys. Rev. Lett. 59, 2935 (1987).
[6] M. Drewsen et al., Phys. Rev. Lett. 81, 2878 (1998).
[7] T. Pohl, T. Pattard, and J. M. Rost, Phys. Rev. Lett.

92, 155003 (2004).
[8] T. Killian, Nature (London) 429, 815 (2004).
[9] R. W. Hasse and V. V. Avilov, Phys. Rev. A 44, 4506

(1991).
[10] K. Tsuruta and S. Ichimaru, Phys. Rev. A 48, 1339 (1993).
[11] P. Ludwig, S. Kosse, and M. Bonitz, Phys. Rev. E 71,

046403 (2005).
[12] H. Totsuji et al., Phys. Rev. Lett. 88, 125002 (2002).
[13] J. P. Schiffer, Phys. Rev. Lett. 88, 205003 (2002).
[14] O. Arp et al., J. Phys.: Conf. Ser. 11, 234 (2005).
[15] W. M. Itano et al., Science 279, 686 (1998).
[16] U. Konopka, G. E. Morfill, and L. Ratke, Phys. Rev. Lett.

84, 891 (2000).
[17] D. H. E. Dubin and T. M. O’Neill, Rev. Mod. Phys. 71, 87

(1999).
[18] V. E. Fortov et al., Phys. Rev. Lett. 90, 245005 (2003).
[19] O. Arp, D. Block, M. Klindworth, and A. Piel, Phys.

Plasmas 12, 122102 (2005).
[20] H. Totsuji, C. Totsuji, T. Ogawa, and K. Tsuruta, Phys.

Rev. E 71, 045401 (2005).
[21] A useful analytical approximation for r0 in Eq. (2) as a

function of r0c is x � xc � � ln�1� xc� � xc�=�x
2
c �

3xc � 3��xc�1� xc�, where x � �r0, which has an error
of less than 1%, for xc � �r0c < 1:5.

[22] This result differs slightly from the exact macroscopic
result [18] (by the coefficient 1=3 instead of 1=2 in the last
term in f2) which is a consequence of performing this
replacement in the two-particle expression (2).

PRL 96, 075001 (2006) P H Y S I C A L R E V I E W L E T T E R S week ending
24 FEBRUARY 2006

075001-4



4 Statistical Properties of Confined
Systems

In this chapter we consider two questions which are of direct importance for the under-
standing of structure formation in both confined classical complex plasmas (chapter 3)
as well as electron-hole quantum plasmas (chapter 5). The first question, considered in
section 4.2, is related to the radial density distribution of screened Coulomb plasmas in
traps and its dependence on the Debye screening length. The findings pertaining to this
question have also implications for the qualitative clarification of configurational tran-
sitions in dipolar bilayer systems (see section 5.4). The second question (section 4.3)
concerns the reliable identification of order-disorder phase transitions in few-particle
systems, which is of fundamental interest for the exploration of finite-size effects and
collective behaviour in both classical and quantum systems. A frequently used and well-
established melting criterion (often referred to as “Lindemann criterion”) was found to
yield divergent and ambiguous results for the critical temperatures and densities. We
present a very simple quantity which overcomes these problems and allows for a sys-
tematic and consistent analysis of crystal phase boundaries in small-scale (classical and
quantum) systems.

4.1 Introduction and Overview

Density Profile of Confined Systems with Statically-Screened Coulomb
Interaction

It is textbook wisdom that in the case of a harmonically confined unscreened Coulomb
system, the (average) radial density profile is constant. However, in chapter 3 we have
shown that the experimentally observed shell structure of spherical 3D dust crystals [15]
can be successfully explained by a model of statically-screened Coulomb interaction.
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4 Statistical Properties of Confined Systems

Furthermore, we found a high sensitivity of the shell occupation numbers of the Yukawa
balls in dependence on the range of the interaction potential. This raises the question
concerning the ground state particle distribution of a confined Yukawa plasma in the
limit of large particle numbers within the discrete particle model as well as within a
statistical description based upon a continuous approach.

Our investigations show that screening has a dramatic effect on the radial charge distri-
bution, see figure 4.1. In the case of a screened Coulomb interaction, i.e. for a screening
parameter κ > 0, the density profile becomes strongly inhomogeneous with a strictly
monotonic increase towards the trap center. The combination of MD simulations and
the analytical theory for the confined Yukawa plasmas reveals that the configurational
rearrangement of Yukawa balls in comparison to unscreened Coulomb balls (see chap-
ter 3) can be explained by the (strong) inhomogeneous radial density profile, which is
established when the electrostatic dust-dust interaction becomes screened by the am-
bient plasma and the Debye screening length becomes finite. This essential effect has
been disregarded in previous investigations of trapped Yukawa systems [114].

The results for the radial shell-averaged density of finite systems in the discrete model
consisting of N = 1000 . . . 10000 particles1 (which exhibit a distinct shell structure) and
the analytical model which applies to macroscopic systems (where no shell structure
exists) are in very good agreement; this accordance was not expected and is not obvious
at all. The mean-field (MF) results (see section 4.2.1) are found to give agreement
for weak screening, whereas the local density approximation (LDA) with correlations
included (see section 4.2.2), yields the proper description in the regime of large screening.

It should be explicitly stated that the formation of distinct shells is a finite-size effect
(particle-number dependent), which reflects the geometric constraints due to the spher-
ical confinement potential. Approaching large cluster sizes, the shells break up and
regular volume order prevails. Bulk order with bcc structure is found for large clusters
with typically 105 − 106 particles, such as large ion crystals in Paul or Penning traps
[7, 115]. These experimental findings are in essential agreement with molecular dynam-
ics simulations, which show that finite-size effects vanish for particle numbers N > 1000
in 2D systems and N > 104 . . . 105 in 3D systems [33, 104, 116].

As a side result of the mean field model for the harmonically confined (continuous)
Yukawa system (section 4.2.1) a fit function can be obtained, which allows to approxi-

1It should be noted here, that the simulations were performed without simplification with regard to
N(N − 1)/2 pairwise interaction terms.
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Figure 4.1: Ground state radial density profiles n(r) of a parabolically confined one-component
Yukawa plasma in mean-field (dashed lines) and local density approximation (LDA, solid lines)
for different screening parameters. The symbols mark the mean shell densities obtained by MD
simulations of N = 1000 point charges. The density of the unscreened Coulomb system is
constant, whereas shielding introduces a radial density gradient to establish force equilibrium
(see section 4.2).

mate the cluster radius

R(N,κ) = exp(−0.278 + 0.308η − 0.00439η2 − 0.000154η3 + 0.0000106η4)/κ , (4.1)

in units of r0 within 1% of relative accuracy in the range η ∈ [0.001, 6.58×106], where η =
log(κ3N). This result is very helpful to estimate the cluster size as function of particle
number N and screening parameter κ, which is necessary, e.g., to set the random initial
particle positions in the MD simulations. A good estimator reduces the initial potential
energy of the N -particle system and can thus drastically reduce the computational effort
for the simulated annealing process (see section 3.1 for details).

It is also interesting to note that related structural effects are recovered in electron-hole
bilayer systems, where a transition from a long-range Coulomb to a short-range dipole
interaction is initiated by decreasing layer separation d (see section 5.4 for details).
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4 Statistical Properties of Confined Systems

Fluctuation Based Melting Criterion for Classical and Quantum
Few-Particle Systems

Solid and liquid behaviour are collective properties of macroscopic systems and thermo-
dynamics gives clear guidance to identify phase transitions in the limit of very large par-
ticle numbers. Nevertheless, qualitatively different collective behaviour already emerges
in small-scale systems and is captured by the naming “liquid-like” and “solid-like” phase.
While in macroscopic large systems several equivalent definitions for phase transitions
exist, the identification of phase behaviour of few-particle (quantum) systems has been
a problematic issue, which is due to the lack of an universal parameter to quantify the
onset of melting and freezing transitions [117]. To overcome this problem empirical rules
are frequently used [118]-[121].

The criterion of choice for studying phase changes in finite disordered systems [19] is the
so-called “Lindemann criterion”2, which is based on an abrupt change of the relative
interparticle distance fluctuations (IDF) in the order-disorder transition region. The
immediate practical importance of this criterion in many fields of (in particular compu-
tational) science becomes evident by the more than 14000 publications3, which utilize
this criterion. However, this estimator is found to be dominated by a few (exponentially)
rare large fluctuation events.

The averaged fluctuations of all relative interparticle distances (IDF) within a given
few-particle system are quantified by

urel =
2

N(N − 1)

N−1∑
i=1

N∑
j=i+1

√
〈|ri − rj |2〉
〈|ri − rj |〉2

− 1 , (4.2)

where 〈. . .〉 denotes the statistical averaging. The quantity urel captures two scales
of the distance fluctuations: (1) particle vibrations in local minima of the potential
energy landscape which are naturally associated with solid-like behaviour as well as (2)
particle jumps between different local minima. A jump occurs whenever two particles
exchange their local minima positions, which is associated with traversal of a local
maximum or saddle point. Above a critical temperature, when particle jumps become
probable within the simulation, urel starts to deviate strongly from the linear low-

2It should be noted that even though the famous paper [118] to date has been cited more than 1100
times most authors are not aware that it does neither contain a universal ratio uL nor the concept
of the mean square displacement. The latter key idea is due to Gilvarry [119]. Lindemann instead
used the concept that melting occurs when two atoms come in contact.

3Google Scholar, June 2008.
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4.1 Introduction and Overview

temperature dependence and exceeds a critical value of typically ucr ≈ 0.10 . . . 0.15,
which is commonly used as a criterion for the “melting temperature”.

Surprisingly, our Monte Carlos simulations (see chapter 5) revealed a fundamental prob-
lem of this extensively used melting criterion: The quantity urel depends on the way it
is computed. If the simulation is sufficiently long, even rare jumps will be eventually
captured at any finite temperature and urel will converge towards the value which is
associated with liquid behaviour. The finding that longer simulation runs lead to lower
values for the critical temperature and densities was already remarked by references
[20, 88] but often ignored. To make use of urel as a melting parameter and to control its
convergence problems, it is useful to subdivide the simulation into fixed “time” intervals
(in MC simulations given as block size M), which allows for a statistical evaluation of
rare fluctuation events (section 5.3). Further investigations suggest the introduction
of the variance of the block averaged relative interparticle distance fluctuations (VIDF)
defined as

σurel
=

√√√√ 1
K

K∑
s=1

u2
rel(s)− ū2

rel , (4.3)

where K denotes the number of blocks of equal length M ≈ 1000 (classical or path
integral) Monte Carlo steps and ūrel = K−1

∑K
s=1 urel(s) the mean of the block averaged

IDF. The information about the “phase” of the system is given by the probability of
jumps, which grows with temperature. While in the solid phase jumps are rare events, in
the liquid state pair exchanges occur frequently and particles are practically delocalized.
The melting is located inbetween these two limits where a maximum of σurel

(connected
to strong fluctuations of the block averaged IDF urel(s) ) allows one to reliably detect
the melting point (see figure 4.2).

The main advantages of the VIDF as a fluctuation based quantity that constitutes a
melting criterion, can be summarized by the following points:

Universality: A variety of possible quantities were investigated which are sensitive to
the onset of melting, e.g., specific heat, the total energy autocorrelation function,
the pair distribution or bond angular symmetry parameters, etc., but only the
VIDF was found to be rigorously applicable for quantum systems as well.

Mechanism: The computation (or measurement) is straightforward and transparent as
the VIDF is directly related to the physical process, i.e., fluctuations and jumps
near the phase transition.
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Figure 4.2: Above: The IDF urel, commonly called “Lindemann-parameter”, is frequently used
to identify order-disorder transitions in small systems. Shown is the mean value ūrel of the
block averaged IDF (M = 1000) for a classical 3D Coulomb system (left, MC results) and a
2D quantum system (right, PIMC results). The IDF shows a gradual increase in the transition
region. Below: The VIDF which is a much more sensitive quantity. The VIDF clearly detects
the melting transitions upon temperature increase (left) as well as quantum melting upon density
increase (decrease of the Coulomb coupling parameter λ). The dashed lines locate the critical
values of T (or λ) and ucrit

rel . (See section 4.3 for details.)

Sensitivity: The VIDF does not gradually increase over the transition range, but is
rather unambiguously peaked in the center of the finite melting interval.

Locality: As a local quantity, the VIDF can be analyzed locally for a system part
only, e.g., in the case of strongly inhomogeneous systems. Such spatially resolved
melting analysis is impossible with any thermodynamic quantity or the energy
autocorrelation function.

Experimental importance: The individual particle trajectories and the interparticle
fluctuations are directly accessable, e.g., in dusty plasma experiments, which al-
lows for a direct comparison with computer simulations and the detection of melt-
ing phase transitions (see e.g. [15]).

Generality: The VIDF is a dimensionless (and thus “scale-free”) quantity, which makes
it easy to compare physical systems on different length scales.

Computational aspects: The VIDF converges fast, it is less time-consuming to com-
pute, robust, and convenient to evaluate.

Continued investigations show that the VIDF can also be used for time-dependent sim-
ulations, such as molecular dynamics [122].
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4.2 Density Profile of a Confined Yukawa Plasma

4.2 Density Profile of a Confined Yukawa Plasma in the
Discrete and Continuum Model

The ground state density profile of an externally confined one-component Yukawa
plasma is derived in mean-field approximation (MF) as well as in local density approx-
imation (LDA). By comparison with first-principles simulations for three-dimensional
spherical Yukawa crystals, we demonstrate that the two approximations complement
each other. While the MF results are more accurate for weak screening, the LDA with
correlations included yields the proper description for large screening. Together the
analytical results accurately describe the density profile in the full range of screening
parameters and agree very well with the shell-averaged density in the discrete model.

The results were published as refereed journal publications:

4.2.1 Ground State of a Confined Yukawa Plasma,
C. Henning, H. Baumgartner, A. Piel, P. Ludwig, V. Golubnychiy, M. Bonitz,
and D. Block, Physical Review E 74, 056403 (2006)

4.2.2 Ground State of a Confined Yukawa Plasma Including Correlation
Effects, C. Henning, P. Ludwig, A. Filinov, A. Piel, and M. Bonitz,
Physical Review E 76, 036404 (2007)
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Ground state of a confined Yukawa plasma
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The ground state of an externally confined one-component Yukawa plasma is derived analytically. In par-
ticular, the radial density profile is computed. The results agree very well with computer simulations of
three-dimensional spherical Coulomb crystals. We conclude in presenting an exact equation for the density
distribution for a confinement potential of arbitrary geometry.

DOI: 10.1103/PhysRevE.74.056403 PACS number�s�: 52.27.Jt, 52.27.Lw, 05.20.Jj, 52.27.Gr

I. INTRODUCTION

Plasmas in external trapping potentials have been attract-
ing increasing interest over the last few years in many fields,
including trapped ions �e.g., �1,2��, dusty plasmas �e.g.,
�3–5��, and electrons and positrons in Penning traps �see,
e.g., �6� for an overview�. Among the main reasons is that, in
these systems, it is relatively easy to realize strong correla-
tion effects in charged particle systems. Probably the most
spectacular manifestation of these effects is Coulomb liquid
behavior and crystal formation which have been found in
various geometries. In particular, the ion crystals and the
recently observed spherical dust crystals or “Coulomb balls”
�7� have triggered intensive new experimental and theoretical
work �e.g., �8–10��. The shell structure of these crystals, in-
cluding details of the shell radii and the particle distribution
over the shells, has been very well explained theoretically by
a simple model involving an isotropic Yukawa-type pair re-
pulsion and an harmonic external confinement potential �10�.

Still, it remains an open question as to what the average
particle distribution inside the trap looks like, if it is the same
as in the case of Coulomb interaction. It is well known that
in a parabolic potential, particles interacting via the Coulomb
potential establish a radially constant-density profile. Here,
we extend this analysis to a plasma with Yukawa interaction
by solving a variational problem for the ground-state density
�Sec. II�. Then, in Sec. III we demonstrate that screening has
a dramatic effect on the density profile giving rise to a para-
bolic decrease away from the trap center. There we demon-
strate that the result for the density profile can be directly
generalized to any anisotropic confinement potential. While
our analysis is based on a continuous plasma model on the
mean-field level, we find �Sec. IV�, by comparison with mo-
lecular dynamics simulations, that the results apply also to
spherical crystals with a shell structure.

II. GROUND STATE OF A CONFINED PLASMA

We consider a finite one-component plasma �OCP� con-
taining N identical particles with mass m and charge Q in an
external potential � with pair interaction potential V de-
scribed by the Hamiltonian

H = �
i=1

N � pi
2

2m
+ ��ri�� +

1

2�
i�j

N

V�ri − r j� . �1�

The classical ground-state energy follows from Eq. �1� for
vanishing momenta and can be written as �6,11�

E�n� =� d3ru�r� , �2�

with the potential energy density

u�r� = n�r����r� +
N − 1

2N
� d3r2n�r2�V�	r − r2	�� , �3�

being a functional of the density profile n�r�, and we ne-
glected correlation contributions. The ground state corre-
sponds to the minimum of the energy �2� with respect to the
density profile with the restrictions that the density be non-
negative everywhere and reproduce the total particle
number—i.e.,

� d3rn�r� = N . �4�

This gives rise to the variational problem �12�

0=
! �Ẽ�n,��

�n�r�
, �5�

where

Ẽ�n,�� = E�n� + ��N −� d3rn�r�� �6�

and we introduced a Lagrange multiplier � �the chemical
potential� to fulfill condition �4�. The variation leads to

��r� − � +
N − 1

N
� d3r�n�r��V�	r − r�	� = 0, �7�

which holds at any point where the density is nonzero. Also,
Eq. �7� is equivalent to vanishing of the total force on the
particles separately at any space point r �cf. Sec. III B�.

Equation �7� is completely general, applying to any pair
interaction V and confinement potentials of arbitrary form
and symmetry �see Sec. III C�. Of particular interest is the
case of an isotropic confinement ��r�=��r�, which leads to*Electronic address: bonitz@physik.uni-kiel.de
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an isotropic density distribution n�r�=n�r�= ñ�r���R−r�, the
outer radius R of which is being fixed by the normalization
condition �4� which now becomes 
0

Rdrr2ñ�r�=N /4�.

III. DENSITY PROFILE OF A YUKAWA OCP

We now consider the case of an isotropic Yukawa pair
potential V�r�= Q2

r e−�r, which trivially includes the Coulomb
case in the limit �→0. Carrying out the angle integration in
the interaction energy in Eq. �7� we obtain �14�

��r� − � = 2�
N − 1

N

Q2

�r
�

0

R

dr�r�ñ�r���e−��r+r�� − e−�	r−r�	� .

�8�

This equation is the desired connection between the ground-
state density ñ�r� of the Yukawa plasma and the external
confinement ��r�. This integral equation can be solved for
the density by differentiating 2 times with respect to r �15�
with the result �details are given in the Appendix�

4�
N − 1

N
Q2ñ�r� =

2���r�
r

+ ���r� − �2� + �2� . �9�

The yet unknown Lagrange multiplier can be obtained by
inserting this explicit solution into Eq. �8�, which is then
treated as an equation for �, with the result

� = ��R� +
R���R�
1 + �R

. �10�

A. Parabolic confinement potential

For the frequently encountered case of a parabolic exter-
nal potential ��r�= �

2 r2, we obtain, for the density from Eq.
�9�,

n�r� =
�N

4��N − 1�Q2�c −
�2r2

2
���R − r� , �11�

where the constant c is given by

c = 3 +
R2�2

2

3 + �R

1 + �R
. �12�

Finally, the outer radius R limiting the density profile is cal-
culated from the normalization �4� with the result

− 15
Q2

�
�N − 1� − 15

Q2

�
��N − 1�R + 15R3 + 15�R4 + 6�2R5

+ �3R6 = 0. �13�

This equation has four complex and two real solutions, only
one of which is non-negative, and thus constitutes the unique
proper result entering Eq. �12�. In the Coulomb limit, Eq.
�11� reduces to the familiar result of a step profile,

nc�r� =
3�

4�Q2

N

N − 1
��Rc − r� , �14�

where the outer radius is given by

Rc =3 Q2�N − 1�
�

= r03 N − 1

2
, �15�

which is fixed by the number of particles and the constant
density, the latter being controlled by the curvature � of the
potential. In the right part of Eq. �15� we introduced the
length scale r0=32Q2 /�, which is the stable distance of two
charged particles in the absence of screening �10� and which
will be used below as the proper unit for lengths, screening
parameter, and density. Note that Eq. �15� holds also for a
weakly screened Yukawa plasma with �R�1.

In the other limiting case �R	1, the radius has the as-
ymptotics �R�� 15

2 ��r0�3�N−1��1/5−1. In general Eq. �13�
cannot be solved for R explicitly. However, a general
analytical result can be found by noting that all parameters
entering Eq. �13� combine into only two parameters
x= ��r0�3�N−1� and y=�R. Introducing these paramters into
Eq. �13�, an explicit solution is found for the inverse function
x�y�, which can be written as

x�y� =
2y3

15

y3 + 6y2 + 15y + 15

y + 1
. �16�

Figure 1 shows the result for the dimensionless radius
�R=y of the plasma cloud—i.e., the solution of Eq. �13�,
which for all values of � and N is given by a single curve.

With the result for R the constant c, which is proportional
to central density, can be computed from Eq. �12� and the
complete density profile, Eq. �11�, is found. The results are
shown in Fig. 2 for four particle numbers between N=100
and N=2000. One clearly recognizes the inverted parabola
which terminates in a finite-density value—i.e., in a
discontinuity—at r=R. With increasing N, the density in-
creases continuously at every space point and, at the same
time, extends to higher values R. Thereby the density profile
retains its shape.

On the other hand, when the plasma screening is in-
creased, at constant N, the density profile changes dramati-
cally �compare the two curves for N=2000�. Increase of �

FIG. 1. Plasma cloud radius R �positive real solution of Eq.
�13�� for a parabolic confinement potential ��r�= �

2 r2 and Yukawa
interaction with screening parameter �.
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leads to compression of the plasma: the radius R decreases,
and the absolute value of the density increases, most signifi-
cantly in the center. This compressional behavior is shown in
Fig. 3 �cf. the solid green line showing the ratio of the inner
to outer densities of the plasma�.

The dependence on � is analyzed more in detail in Fig. 4
below for a fixed particle number N=2000. In the case of a
Coulomb interaction �=0, we recover the constant density
profile �14�. On the other hand, in the case of a screened
potential, the density decays parabolically with increasing
distance from the trap center �cf. Eq. �11��. Also, the density
discontinuity at r=R is softened compared to the Coulomb
case and the step height increases.

B. Force equilibrium

Besides minimizing the total energy �cf. Eq. �7��, the
ground-state density profile can be obtained from the condi-
tion of a local equilibrium of the total force �internal plus

external ones� at each point where the density is nonzero. On
the other hand, the shape of the radial density profile and its
change with variation of � is directly related to a change of
the force equilibrium. Here, we demonstrate this for the spe-
cial case of a spherically symmetric confinement potential
��r�. The forces can be directly derived from Eq. �8� by
taking the gradient in radial direction,

���r� = F
�r� + F��r� , �17�

which means that, for any spherical layer at a distance r from
the center, the external force F��r�=−���r� which acts to-
wards the center is balanced by the internal force due to the
Yukawa repulsion between the particles. The internal force
contains two parts where F
 arises from the action of all
particles inside the given layer, r��r, and acts outward,
whereas F� results from the action of all particles located
outside r�r, and acts inward,

F
�r� = 4�
N − 1

N
Q2e−�r

r
�1 +

1

�r
��

0

r

dr�r�ñ�r��sinh��r�� ,

�18a�

F��r� = 4�
N − 1

N
Q21

r
�− cosh��r�

+
sinh��r�

�r
��

r

R

dr�r�ñ�r��e−�r� �18b�

This force balance can be used to obtain the ground-state
density profile. Alternatively, we can use the computed pro-
file to analyze the two internal force contributions and their
dependence on �.

FIG. 2. �Color online� Radial density profile for a parabolic
confinement potential ��r�=�r2 /2 and a constant screening param-
eter �r0=1 and four different particle numbers N shown in the
figure. For comparison, also the result for �r0=0.3 and N=2000 is
shown by the dashed line.

FIG. 3. �Color online� Dependence of the central density n�0�
�red dotted line�, density at the boundary, n�R� �blue dashed line�,
and compression n�0� /n�R� of the plasma �green solid line� as a
function of particle number and screening parameter.

FIG. 4. �Color� Radial density profile, solutions of Eq. �11�, of a
three-dimensional plasma of N=2000 for four values of the screen-
ing parameter �lines�, from bottom to top: �=0 �red�, �r0=0.3 �yel-
low�, �r0=1 �green�, and �r0=3 �blue�. Symbols the denote mo-
lecular dynamics results of a plasma crystal for the same parameters
where the average density at the positions of the shells is shown �for
details see discussion in Sec. IV B�.
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Consider first the limit of weak screening, �R�1. Then
the forces approach the Coulomb case and, in the case of a
constant density profile �14�,

FC,
�r� =
N − 1

N

Q2

r2 N
 = �r ,

FC,��r� = 0,

with N
=nc4�r3 /3 being the particle number in the inner
region. This means that the force is repulsive and increases
linearly with r and exactly compensates the linear external
force F��r�=−�r for all values r
R.

In the general case of finite screening the outer force
F��r� does not vanish �cf. Eq. �18b��. Since its direction is
always towards the center, the force F
�r� has to increase
simultaneously in order to compensate the combined effect
of F��r� and F��r�. This effect increases continuously with
increasing � which is directly verified by evaluating the ex-
pressions in Eq. �18a�.

C. Generalization to arbitrary confinement geometry

The result for the density profile in an isotropic confine-
ment, Eq. �9�, can be easily extended to arbitrary geometry.
For this purpose we use the textbook result that the
charge density corresponding to the Yukawa potential is
Q��r�−Q�2e−�r /r. This allows us to rewrite the Poisson
equation as

�� − �2�
e−�r

r
= − 4���r� , �19�

showing that the Yukawa potential is the Green’s function of
the Helmholtz equation. For the case of a confinement po-
tential � of arbitrary geometry this fact can be used by ap-
plying the operator ��−�2� to Eq. �7�:

N − 1

N
Q2� d3r�n�r����r − �2�

e−�	r−r�	

	r − r�	

+ �� − �2����r� − �� = 0. �20�

Using Eq. �19� the integral can be computed with help of the
� function with the explicit result for the density profile

4�
N − 1

N
Q2n�r� = ���r� − �2��r� + �2� . �21�

IV. DENSITY PROFILE OF CONFINED COULOMB
AND YUKAWA CRYSTALS

So far we have considered the model of a continuous
density distribution n�r�. On the other hand, the ground state
of a confined spherically symmetric system of discrete point-
like charged particles is known to have a shell structure as
was demonstrated for dusty plasmas in Ref. �7�. It is, there-
fore, of interest to verify if such a shell structure can be
derived from our starting equation �2� for the total energy

and to compare our results to the radial density distribution
in such Coulomb or Yukawa balls.

A. Derivation of a shell model for a trapped
finite Yukawa plasma

The concentric shells observed in spherical trapped Cou-
lomb crystals have led to the proposal of simple analytical
models �cf., e.g., �16,17,21,22��. Such a model for a trapped
one-component plasma is trivially derived from the total en-
ergy expression �2� by inserting for the density the ansatz

ns�r� = ns�r� = �
�=1

L
N�

4�R�
2��r − R�� , �22�

which describes L concentric shells of zero thickness with N�

particles on shell � with radius R� and ��=1
L N�+�=N, where

� denotes the number of particles in the trap center �0 or 1�
�17,22�. As a result, we obtain, for the total ground-state
energy of a Yukawa plasma in an isotropic general confine-
ment potential �,

Es�N;�� = �
�=1

L

N����R�� + Q2e−�R�

R�
� sinh��R��

�R�

N� − 1

2

+ � + �
�
�

sinh��R��
�R�

N��� .

This is essentially the Yukawa shell model of Totsuji et al.
�21� where, however, the finite-size correction factor
�N�−1� /N� in the intrashell contribution and the term � are
missing. In the Coulomb limit �→0, the result simplifies
with e−�R�→1 and

sin �R�

�R�
→1, and we immediately recover

the Coulomb shell model of Hasse and Avilov �16� �plus the
additional correction factor�.

A further improvement is possible by including intrashell
correlations �17�. The simplest model is obtained by replac-
ing N�−1→N�−��N�N�, where � is a fit parameter close to
1 which allows one to achieve excellent agreement with the
exact ground state �22�. An alternative way to include corre-
lations was proposed by Ref. �21�.

B. Comparison with simulation results
for finite Yukawa crystals

In order to compare the density profile n�r� of our con-
tinuous model with the density of discrete spherical Yukawa
crystals, we performed molecular dynamics simulations of
the ground state of a large number of Coulomb balls �for
details, see Refs. �9,10��. As an example, the numerical re-
sults for a Coulomb ball with N=2000 which is large enough
to exhibit macroscopic behavior �18,19� are included in Fig.
4. The symbols denote the average particle density around
each of the shells. The averaging was accomplished by sub-
stituting each particle by a small but finite sphere, so that a
smooth radial density profile was obtained.

With increasing � the crosses move towards the center,
confirming the compression of the Coulomb balls observed
before �10�. Obviously, the simulation results are very well
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reproduced by the analytical density profile �11� of a continu-
ous plasma. But there are also small discrepancies in the
central part which grow continuously with �. These are due
to the neglect of the correlation contributions in the energy
functional �2�, which become important with increasing den-
sity.

V. SUMMARY AND DISCUSSION

In summary, we have presented a theoretical analysis of
the ground-state density profile of spatially confined one-
component plasmas in dependence on the form of the pair
interaction. An explicit result for the density profile for an
arbitrary confinement potential has been derived. In particu-
lar, for an isotropic confinement, we have found that screen-
ing of the Coulomb interaction substantially modifies the ra-
dial density distribution. In contrast to a bare Coulomb
interaction for which the density inside a parabolic external
potential is constant, for a screened interaction, a quadratic
decay away form the center is found.

Interestingly, while our results were derived for a continu-
ous density distribution �a macroscopic system� and with ne-
glect of binary correlations, our analytical results agree very
well also with first-principles simulation results for strongly
correlated Coulomb and Yukawa clusters containing several
thousands of particles for screening paramters �r0�1. For
larger values of the screening parameter correlation contribu-
tions are significant �20�. The modification of the density
profile by these correlation contributions and by finite-
temperature effects, which are of importance, e.g., for dusty
plasmas �23�, deserve further analysis and will be the subject
of forthcoming work.
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APPENDIX: DERIVATION OF THE DENSITY
PROFILE, Eq. (9)

The explicit expression for the density, Eq. �9�, can be
derived from the integral equation �8� by first splitting up the

integral in the latter equation in two parts. One part contains
the integration from 0 to r, the other part the integration from
r to R:

��r� − � = − 4�
N − 1

N
Q2� e−�r

�r
�

0

r

dr�r�ñ�r��sinh��r��

+
sinh��r�

�r
�

r

R

dr�r�ñ�r��e−�r�� . �A1�

Thereby the modulus in the second exponent in Eq. �8� is
removed and this expression can directly be differentiated
with respect to r. The first and second derivatives are given
by

���r� = 4�
N − 1

N
Q2� e−�r

�r
�� +

1

r
��

0

r

dr�r�ñ�r��sinh��r��

+ �−
cosh��r�

r
+

sinh��r�
�r2 ��

r

R

dr�r�ñ�r��e−�r�� ,

�A2�

���r� = 4�
N − 1

N
Q2�−

e−�r

�r
��� +

1

r
�2

+
1

r2�
��

0

r

dr�r�ñ�r��sinh��r��

+ �−
� sinh��r�

r
+

2 cosh��r�
r2 −

2 sinh��r�
�r3 �

��
r

R

dr�r�ñ�r��e−�r� + ñ�r�� . �A3�

The explicit expression for the density profile, Eq. �9�, can
then be obtained by considering the combination
2���r�

r +���r�−�2���r�−��. After some algebra and cancel-
lations one directly obtains 4�

N−1
N Q2ñ�r�; i.e., we recover the

final result, Eq. �9�. We mention that this result follows also
as a special case of Eq. �21�. In fact, in the case of an iso-
tropic potential �→ �2

�r2 + 2
r

�
�r and Eq. �21� reduces to Eq. �9�.
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The ground state of an externally confined one-component Yukawa plasma is derived analytically using the
local density approximation �LDA�. In particular, the radial density profile is computed. The results are
compared with the recently obtained mean-field �MF� density profile �Henning et al., Phys. Rev. E 74, 056403
�2006��. While the MF results are more accurate for weak screening, the LDA with correlations included yields
the proper description for large screening. By comparison with first-principles simulations for three-
dimensional spherical Yukawa crystals, we demonstrate that the two approximations complement each other.
Together they accurately describe the density profile in the full range of screening parameters.

DOI: 10.1103/PhysRevE.76.036404 PACS number�s�: 52.27.Jt, 52.27.Lw, 05.20.Jj, 52.27.Gr

I. INTRODUCTION

Interacting particles in confinement potentials are omni-
present in nature and laboratory systems such as trapped
ions, e.g., �1,2�, dusty plasmas, e.g., �3–5�, or ultracold Bose
and Fermi gases �6,7� and quantum confined semiconductor
structures �8�. An interesting aspect of particle traps is that it
is easy to realize situations of strong correlations. The ob-
served particle arrangements extend from gaslike and liquid-
like to solid behavior where the symmetry is influenced by
the trap geometry. Of particular recent interest have been
spherical traps, in which plasma crystals consisting of spheri-
cal shells �Yukawa balls� are formed, e.g., �9–11�. The par-
ticle distribution among the shells is by now well understood
�11–13�.

In a recent study �14�, we also analyzed the average par-
ticle density in the trap and found that it is very sensitive to
the binary interaction: it changes from a flat profile in the
case of long-range Coulomb interaction to a profile rapidly
decaying away from the trap center in the case of a screened
Yukawa potential. Using a nonlocal mean-field �MF� ap-
proximation the density profile could be computed analyti-
cally and was found to agree very well with first-principles
computer simulations for Yukawa crystals. However, when
the screening is increased, deviations in the trap center kept
growing, which was attributed to correlation effects missing
in the mean-field model.

The goal of this paper is to remove these discrepancies.
For this we extend the analysis of Ref. �14� by including
correlation effects following an idea of Totsuji et al. �15�
applied to two-dimensional systems. We apply the local
density approximation �LDA� using known results �16� for
the correlation energy of a homogeneous one-component
Yukawa plasma. The results clearly confirm that correlation
effects are responsible for the strong density increase in the
trap center. We find that the LDA with correlations included
agrees very well with simulations of Yukawa crystals in
the limit of strong screening. On the other hand, for weak

screening, the previous MF result turns out to be more accu-
rate. Interestingly, for intermediate values of the screening
parameter both methods are accurate, so a combination of
both allows one to quantitatively describe the density profile
in the whole range of screening parameters.

This paper is organized as follows. In Sec. II we introduce
the LDA and use it first to compute the density profile in a
mean-field approximation, which, of course, gives worse re-
sults than a MF calculation, but helps to understand the
LDA. Then in Sec. III we improve the LDA model by in-
cluding correlation effects. In Sec. IV the results for the den-
sity profile are compared to molecular dynamics simulations.
A discussion is given in Sec. V.

II. GROUND STATE OF A CONFINED PLASMA
WITHIN THE LDA

We consider N identical particles with mass m and charge
Q confined by an external potential � and interacting
with the isotropic Yukawa-type pair potential V�r�= �Q2 /r�
�exp�−�r�. To derive the properties of interest we start with
the expression of the ground-state energy, which is given by

E�n� =� d3r u�r� , �1�

with the energy density u�r�=uconf�r�+uMF�r�+ucor�r�,
where the energy densities from confinement and from the
mean-field interaction are

uconf�r� = n�r���r� , �2a�

uMF�r� = n�r�
N − 1

2N
� d3r2n�r2�V��r − r2�� . �2b�

The correlation contribution ucor will be discussed below
�Sec. III� by means of the local density approximation. First,
we introduce this approximation and obtain first the LDA
results in the mean-field approximation �LDA-MF�. These
results will not be as accurate as the MF results, due to the
applied approximation, but the LDA-MF helps in familiar-
ization with the LDA and its characteristics.*bonitz@physik.uni-kiel.de
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The local density approximation is based upon the idea of
replacing the nonlocal terms within the energy density at
point r by local expressions using the known energy density
of the homogeneous system with its density n0 equal to the
local density n�r� of the true inhomogeneous system in ques-
tion. Therefore, to derive the LDA-MF we need to substitute
for the nonlocal term �2b�, i.e., for the density of interaction
energy, the corresponding expression of the infinite homoge-
neous system, which is given by �details are given in the
Appendix�

u0��� = n0
N − 1

2N
Q2� d3r2n0

e−��r−r2�

�r − r2�
=

N − 1

N
Q2n0

22�

�2 ,

�3�

and, as a second step, replace the homogeneous density n0 by
the local density n�r�. Thus we obtain the LDA-MF ground-
state energy

ELDA
MF �n� =� d3r u�r� �4�

with the energy density

u�r� = n�r����r� +
N − 1

N
Q2n�r�

2�

�2 � . �5�

The variation of the energy

ẼLDA
MF �n,�� = ELDA

MF �n� + ��N −� d3r n�r�� �6�

with respect to the density n�r� �for details see Ref. �14��
yields an explicit expression for the density profile in an
arbitrary confinement potential,

n�r� =
N�2

4��N − 1�Q2 �� − ��r�� , �7�

which holds at any point where the density is positive. Due
to �6� this density is normalized by

� d3r n�r� = N . �8�

The case of isotropic confinement ��r�=��r�, which is of
particular interest, leads to an isotropic density distribution
n�r�=n�r�= ñ�r���R−r�, the outer radius R of which is fixed
by the normalization condition �8�, which now becomes
	0

Rdr r2ñ�r�=N /4�. In this isotropic case the yet unknown
Lagrange multiplier � can be obtained by taking the varia-
tion also with respect to R �15�, which yields

� = ��R� . �9�

Compared to the MF result, which was given in �14�,

nMF�r� =
N

4��N − 1�Q2 ����r� + �2�MF − �2��r�� ,

�10�

�MF = ��RMF� +
RMF���RMF�

1 + �RMF , �11�

the LDA-MF density �7� shows important differences. On
the one hand, the Laplacian of the potential ���r� is missing
and, on the other hand, the expression for the chemical po-
tential � is simpler than �MF. That is based upon the fact that
the missing terms contain derivatives and thus information
about contiguous values of the potential, which is suppressed
within the LDA-MF and generally within the LDA. Conse-
quently, the finite density jump at r=R, which is familiar
from electrostatics of charged bodies and appears in the MF
approximation, Fig. 1, is not reproduced by the LDA-MF.

A. Parabolic confinement potential

For the case of a parabolic external potential ��r�
= �� /2�r2 the density following from Eqs. �7� and �9� is

n�r� =
�N

4��N − 1�Q2��2R2

2
−

�2r2

2
���R − r� . �12�

The dimensionless combination �R, which contains the lim-
iting outer radius, can be obtained from the normalization �8�
and is given by

�R =
5 15�N − 1�Q2�3

�
=
5 15

2
��dc�3�N − 1� . �13�

Here, we introduced the length scale dc= �2Q2 /��1/3, which
is the stable distance between two charged particles in the
absence of screening �11� and which will be used below as
the proper unit for lengths and screening parameters. As the
unit for densities we use the average density of a large Cou-
lomb system, which is given by nc= �3�� / �4�Q2�.

The results of �12� are shown in Fig. 1 for three particle
numbers from N=100 to 2000. One clearly sees the para-
bolic decrease of the density away from the trap center until
it terminates in zero. The curvature of the density does not
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FIG. 1. Radial density profile for a parabolic confinement po-
tential ��r�= �� /2�r2, a constant screening parameter �dc=1, and
three different particle numbers N=100, 700, 2000. The result for
�dc=0.4, N=2000 is also shown by the dashed line. For compari-
son, the nonlocal MF results for �dc=0.4,1.0, N=2000 are given by
the dotted lines.
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change on increasing the particle number—just the density
increases continuously at every space point and, at the same
time, extends to higher values of the limiting radius R. How-
ever, the curvature of the density profile changes dramati-
cally when the plasma screening is increased at constant N.

Thus, in the case of an isotropic parabolic potential, the
LDA density profile bears a qualitative resemblance to the
density profile in the nonlocal mean-field approximation, al-
though in the case of other confinement potentials the devia-
tions of the LDA-MF from the MF approximation are stron-
ger �cf. Eqs. �7� and �10��. However, quantitatively at two
points the MF result differs from the LDA-MF for parabolic
confinement as well, as can also be seen in Fig. 1.

First, the density in this local density approximation does
not show a discontinuity at r=R, in contrast to the MF result,
Eqs. �10� and �11�. This is due to the neglect of edge effects
in this derivation of the LDA result. Second, the LDA-MF
yields too small values of the density. This error is reduced
�see Fig. 2� with increasing values of the density parameter
x= ��dc�3�N−1� �cf. Ref. �14��, which, regardless of the fac-
tor N / �N−1�, solely determines the density profile. The rea-
son for this improved behavior with increasing x is that an
increase of � contracts the effective area of integration
within �2b� as well as within �3�. The contraction finally is in
favor of the accuracy of the LDA-MF, because the decreased
integration volume contains a more homogeneous density.
Also, an increase of the particle number N, which flattens the
density profile, will similarly improve the LDA-MF.

Because the validity of the mean-field model depends on
the value of the screening parameter �dc, there are the fol-
lowing two cases. In the first case, for small values of the
screening parameter, the MF approximation provides a good
description of the density profile, but the LDA-MF under-
rates this profile and so does not give a good description on
its own. �That applies also if finite-size effects are included;
see Fig. 3.� In the second case, for large values of the screen-
ing parameter, the LDA-MF approaches the MF approxima-
tion; however, there, the latter does not describe the density
profile correctly due to the neglect of the now relevant cor-
relation contributions �15�. Thus, the local density approxi-
mation of the mean-field energy alone does not give a good
description of the density profile.

However, it gives a straightforward way to include the
missing correlation contributions in the energy density by
usage of the result for the homogeneous system; see Sec. III.

B. Improvement of the LDA by inclusion of finite-size
effects

As can be seen from Fig. 2 and from Eq. �7� the density
profile obtained by the LDA-MF breaks down in the Cou-
lomb case—the density can no longer be normalized, which
is the same as in the two-dimensional case �15�. But the
application of a local density approximation cannot be the
reason for this, because the method of the LDA is based
upon the usage of results from the homogeneous system, and
the Coulomb system is homogeneous with n0= �N / �N
−1��nc.

In fact, the cause of the breakdown is the use of results
from the infinite homogeneous system, neglecting finite-size
effects. This failure can be avoided by replacing �3� by the
corresponding expression for the finite homogeneous system.
In the Appendix such an expression is derived for isotropic
confinement. As a result, the finite-size effects lead to a cor-
rected density profile

n�r� =
N�2

4��N − 1�Q2

� − ��r�
1 − e−�R�1 + �R�sinh��r�/��r�

���R − r� , �14�

instead of Eq. �7�, which indeed yields the constant MF so-
lution in Coulomb case also for the LDA-MF. As another
example, in Fig. 3 the density profiles with �LDA-MF �fs
corrected�� and without these finite-size contributions are
shown for N=1000, �dc=0.3. One clearly sees that in the
case of finite-size correction the density profile shows a dis-
continuity at the boundary and, due to that, it yields in-
creased values of the density. However, the density profile
including edge effects is not monotonically decreasing away
from the trap center but has a density-increasing part in the
outer range, which is not correct. This is due to the space
dependence of the denominator of Eq. �14�.
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FIG. 2. �Color online� Radial MF density profile �solid lines�
compared to the LDA-MF �dashed lines� for three different density
parameters x= ��dc�3�N−1�. The abscissa is normalized with the
MF radius RMF, while the ordinate is normalized with the corre-
sponding MF density nMF�0� at the trap center.
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FIG. 3. Radial density profiles of a spherical plasma of N
=1000 and �dc=0.3 calculated by the LDA-MF with �fs corrected�
and without finite-size effects included. For comparison, the exact
MF result is also given �solid line�. The difference between the
finite-size correction and the partial finite-size correction is de-
scribed in the text.
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By contrast a more accurate monotonically decreasing
density profile can also be obtained by taking the finite-size
effects only partly into account �LDA-MF �partly fs cor-
rected��, as derived in the Appendix. The final result is
given by

n�r� =
N�2

4��N − 1�Q2

� − ��r�
1 − e−�R�1 + �R�

��R − r� , �15�

which now misses the r dependence in the denominator. The
corresponding result is also given in Fig. 3.

Consequently, for Yukawa systems like those analyzed
here, an improvement of LDA is possible by including edge
effects. However, for small values of the screening parameter
even the improved local density approximation does not ap-
proach the degree of accuracy obtained by the nonlocal
mean-field model MF �cf. Fig. 3�. On the other hand, for
increased screening the finite-size effects do not alter the
density profile significantly.

Therefore, below we continue to use Eq. �3� from the
infinite homogeneous system.

III. INCLUSION OF CORRELATION CONTRIBUTIONS

The energy expression ELDA
MF �4�, �5� contains only the

energy density of the confinement and of the mean-field in-
teraction. To include the contribution of the particle correla-
tions, we can make use of the result for the density of the
correlation energy of the homogeneous system which is
given by Eq. �3� of Ref. �16�:

ucor�n0,�� = − 1.444Q2n0
4/3exp�− 0.375�n0

−1/3

+ 7.4 � 10−5��n0
−1/3�4� , �16�

where n0 is the corresponding density of the homogeneous
system. By replacing this density with the local density n�r�
of the inhomogeneous system, one obtains the correlation
contribution of the energy density within the LDA. Thus we
derive the complete ground-state energy in the local density
approximation,

ELDA�n� =� d3r u�r� , �17�

with energy density

u�r� = n�r���r� +
N − 1

N
Q2n�r�22�

�2 − 1.444Q2n�r�4/3

�exp�− 0.375�n�r�−1/3 + 7.4 � 10−5��n�r�−1/3�4� .

�18�

As before, variation of the energy �17� at constant particle
number �cf. Eq. �6�� yields the ground-state density profile,
but now with correlation effects included. In this case the
strong nonlinear character of the energy density does not
allow for an explicit solution. Just an implicit solution is
possible and is given by the following equation for z3�r�
=�−3n�r�, which can be regarded as the local plasma param-
eter of the system:

0 =
N − 1

N
z3�r� +

��r� − �

4�Q2�
− �c1z�r� + c2 − c3z�r�−3�

�exp�− 0.375z�r�−1 + 7.4 � 10−5z�r�−4� . �19�

The constants ci are given by

c1 = 0.153, �20a�

c2 = 0.0144, �20b�

c3 = 1.134 � 10−5. �20c�

The solution of Eq. �19� can be obtained numerically. For
the case of a parabolic external potential ��r�= �� /2�r2 re-
sults are given in Fig. 4. There, the density profile of a
plasma of N=2000 particles within LDA is shown for three
different screening parameters: �dc=0.5, 2.0, and 3.0. For
comparison the LDA-MF density profile is shown, too.

It can be seen that for a small screening parameter �see
the line �dc=0.5� both density profiles are nearly identical.
But with increasing screening, i.e., for smaller values of the
local plasma parameter z3, the correlation contributions
within the LDA alter the curvature of the profile, which rises
more steeply toward the center. So the particle correlations
tend to increase the central density of the plasma, which can
also be seen in Fig. 6 in comparison with the mean-field
approximation.

IV. COMPARISON WITH SIMULATION RESULTS
FOR FINITE YUKAWA CRYSTALS

We performed molecular dynamics simulations of the
ground state of a large number of Coulomb balls for the
purpose of comparison of their average density with the ana-
lytical results of the present model �for simulation details,
see Refs. �10,11��. In order to obtain a smooth average radial
density profile, the averaging process was accomplished by
substituting for each particle a small but finite sphere. In Fig.
5 these smoothed density profiles are shown for different
sphere radii of the particles: 0.3dc, 0.4dc, and 0.5dc. Also the
average particle densities in the vicinity of the corresponding
shells are shown �crosses�. Note that there is only a small
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FIG. 4. Radial density profile of a confined spherical plasma of
N=2000 particles calculated with the LDA including correlation
contributions �solid lines� compared to the LDA-MF �dashed lines�
for three different screening parameters.
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range of reasonable sphere radii: for values smaller than
0.3dc the shells break up into subshells, whereas for values
larger than 0.5dc the amplitude of the oscillations decreases
further without effect on the average density. Only the outer
shell density is somewhat sensitive to the sphere radius due
to the increase of the size of this shell with increasing sphere
radius. Therefore, for the comparisons below, we use the
sphere radius corresponding to the average of the possible
density values which, in the figure, is close to the value for
0.4dc.

Numerical results of the comparison with a Coulomb ball
of N=1000 particles are included in Fig. 6 for four different
screening parameters. The symbols denote the average shell
density, while the lines represent the MF �solid� and the LDA
density �dashed�. For small values of the screening parameter
�dc	2 the simulation results are very well reproduced by
the analytical density profile of the nonlocal mean-field
model �MF�, whereas the local density approximation under-
rates the results �lower lines in Fig. 6�a��. On the other hand,
for larger values of the screening parameter �dc
2 the
simulation results are reproduced by the LDA, whereas MF
underestimates these results in the center. This underestima-
tion is accompanied by a wrong prediction of the profile
curvature �Fig. 6�b��. For intermediate values of the screen-
ing parameter �dc2, both methods are very close to the
averaged simulation results �upper lines in Fig. 6�a��. We
have verified this behavior also for other Coulomb balls. An-
other representative example is shown in Fig. 7 for a Cou-
lomb ball with N=10 000. There, the same behavior as in
Fig. 6 is seen.

V. SUMMARY AND DISCUSSION

A theoretical analysis of the ground-state density profile
of a spatially confined one-component plasma within the lo-
cal density approximation was presented. We derived a
closed equation, Eq. �19�, for the density profile, including
correlation effects for arbitrary confinement potentials with
any symmetry. In contrast to the result without particle cor-
relations, the density profile shows an increased central den-
sity with increasing screening parameter. The validity of the

LDA is, however, limited to not too small values of the
screening parameter, �dc�2.

Comparisons with first-principles simulation results of
strongly correlated Coulomb clusters with varying screening
parameter showed that the LDA allows one to remove the
problem of the MF approximation observed in Ref. �14�
which arises with increasing screening parameter. Therefore,
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the mean-field model together with the presented local den-
sity approximation complement one another in the descrip-
tion of strongly correlated spatially confined one-component
plasmas.

ACKNOWLEDGMENTS

The authors are indebted to D. Block and A. Melzer for
fruitful discussions. This work is supported by the Deutsche
Forschungsgemeinschaft via SFB-TR 24 Projects No. A3,
No. A5, and No. A7.

APPENDIX: LOCAL DENSITY APPROXIMATION USING
A FINITE REFERENCE SYSTEM

The investigation of an inhomogeneous system within the
LDA uses known results from the corresponding homoge-
neous system. There, the infinite homogeneous system is of-
ten used as a reference system, which entails the neglect of
finite-size effects. To take these into account, the finite ho-
mogeneous system has to be used as reference. In the present
derivation such a modification is made for an isotropic con-
finement and leads to a change of the expression for the
density of interaction energy, Eq. �3�,

u0��� = n0
N − 1

2N
Q2� d3r2n0

e−��r−r2�

�r − r2�

= n0
2N − 1

2N
Q2� dr2 4�r2

2e−�r2

r2

=
N − 1

N
Q2n0

22�

�2 . �A1�

This formula has no spatial dependence due to the infinite
integration volume and it diverges in the limit of Coulomb
interaction ��→0�, leading to a breakdown of the approxi-
mation.

By contrast, the density of interaction energy of the cor-
responding finite homogeneous system �a sphere with center
r2=0 and radius R� is given by

u0��,r� = n0
N − 1

2N
Q2�

S�0,R�
d3r2n0

e−��r−r2�

�r − r2�

= n0
2N − 1

2N
Q22�

�r
�

0

R

dr2r2�− e−��r+r2� + e−��r−r2��

= n0
2N − 1

2N
Q24�

�r �e−�r�
0

r

dr2r2 sinh��r2�

+ sinh��r��
r

R

dr2 r2e−�r2�
=

N − 1

N
Q2n0

22�

�2 �1 − e−�R�1 + �R�
sinh��r�

�r
� ,

�A2�

including a finite-size contribution, which prevents the prob-
lem of divergence at �→0. As already mentioned in Sec.

II B the resulting density profiles show the incorrect behavior
of a nonmonotonic density profile �cf. Fig. 3�.

An improved correction, which partly takes edge effects
of the system into account too, can be obtained by using the
finite homogeneous sphere centered not at r2=0 but at r2
=r, i.e., on the point where we are calculating the density of
interaction energy,

u0��,r� = n0
N − 1

2N
Q2�

S�r,R�
d3r2n0

e−��r−r2�

�r − r2�

= n0
2N − 1

N
Q22��

0

R

dr2r2e−�r2

=
N − 1

N
Q2n0

22�

�2 �1 − e−�R�1 + �R�� . �A3�

This expression also has no divergent limit for �→0, and, at
the same time, yields monotonically decreasing density pro-
files as can also be seen in Fig. 3.

All these methods described above are compared, together
with the MF approximation, in Fig. 8 showing the �effective�
integration area of the methods. First consider the Coulomb
case, i.e., that where the solid regions fill out the hatched
ones and where the density is constant within the MF method
too. There, the integration in Fig. 8�a� is equal to that in Fig.
8�c�; thus the density obtained by the LDA �fs corrected� is
equal to that of the MF method. In contrast to that, the ef-
fective integration area within Fig. 8�b� is infinite, leading to
the breakdown mentioned above. In the case of finite screen-
ing, where effectively the integration area is reduced, Figs.
8�a� and 8�c� still have the same region of integration. But
the constant approximation within Fig. 8�c�, in contrast to
Fig. 8�a�, leads to an underestimation of the energy density in
the outer region of the system—the high values of density
toward the center will be ignored. Eventually this leads to the
nonmonotonic density profile of the LDA �fs corrected�. By
contrast, Fig. 8�d� features an additional effective integration
region, which partly prevents the underestimation, leading to
the more accurate density profile of the LDA �partly fs cor-
rected�.

×r
a)

×r
b)

×r
c)

×r
d)

FIG. 8. Comparison of the MF method and the different LDA
methods for calculating the energy density of interaction uMF�r� in
the case of finite screening: �a� MF, �b� LDA �infinite reference
system�, �c� LDA �fs corrected�, and �d� LDA �partly fs corrected�.
Within the graphics the system is represented by the dashed line.
The hatched region shows the integration area used within the
method, whereas the solid gray region shows the effective integra-
tion area due to finite screening. The color gradient within �a� rep-
resents the nonconstant density of the system, which is taken into
account within the MF method in contrast to the LDA methods,
which take the density at point r for the whole integration area.
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4.3 Melting of Trapped Few-Particle Systems

4.3 Melting of Trapped Few-Particle Systems

In small confined systems predictions for the melting point strongly depend on the
choice of quantity and on the way it is computed, even yielding divergent and ambiguous
results. We present a very simple quantity that allows us to control these problems –
the variance of the block averaged interparticle distance fluctuations (VIDF). Further,
it is shown how many particles are required to reliably detect liquid or solid behaviour
and the melting point in a few-particle system.

The results were published as refereed journal publication:

4.3.1 Melting of Trapped Few-Particle Systems,
J. Böning, A. Filinov, P. Ludwig, H. Baumgartner, M. Bonitz, and Yu.E. Lozovik,
Physical Review Letters 100, 113401 (2008)
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In small confined systems predictions for the melting point strongly depend on the choice of quantity
and on the way it is computed, even yielding divergent and ambiguous results. We present a very simple
quantity that allows us to control these problems—the variance of the block averaged interparticle
distance fluctuations.

DOI: 10.1103/PhysRevLett.100.113401 PACS numbers: 36.40.Ei, 52.27.Lw, 64.60.�i

Crystallization and melting and, more generally, phase
transitions are well known to pertain to very large systems
only. At the same time, solidlike or liquidlike behavior has
been observed in finite systems containing only 100 or
even 10 particles and is becoming of increasing interest
in many fields of physics, chemistry, and beyond. Current
examples include bosonic crystals and supersolids, e.g.,
[1], electrons or excitons in quantum dots [2], ions in traps
[3], dusty plasma crystals [4], atomic clusters [5,6], poly-
mers [7], etc. The notion of liquid and solid ‘‘phases’’ has
been used successfully to characterize qualitatively differ-
ent behaviors that resemble the corresponding properties in
macroscopic systems and will be used here as well, follow-
ing the definition of Ref. [6]. From the existence of phase-
like states in very small systems arises the fundamental
question of how to characterize phase changes and, further,
how many particles it takes at least to observe a phase
transition.

In macroscopic systems a solid-liquid transition can be
verified by a variety of quantities including free energy
differences, order parameters, specific heat, transport prop-
erties, structure factors, correlation functions and so on,
e.g., [6,8,9], which yield more or less equivalent results for
the melting point. A particularly simple and transparent
quantity is magnitude of the particle position fluctuations
normalized to the interparticle distance (Lindemann ratio
uL); for an overview see [9]. But when applied to two-
dimensional (2D) systems, uL shows a logarithmic diver-
gence with system size [10]. This led to modified defini-
tions, including the relative interparticle distance
fluctuations (IDF) [11–13]

 urel �
2

N�N � 1�

XN

1�i<j

��������������������
hr2
iji

hriji2
� 1

vuut ; (1)

which are also well behaved in macroscopic 2D and 1D
systems. Here rij � jri � rjj is the distance between two
particles and h. . .i denotes thermal averaging. In macro-
sopic systems urel shows a jump at the melting point, which
clearly reflects the increased delocalization of particles in
the liquid phase compared to a crystal.

However, when applied to small systems, N < 100,
neither uL nor urel exhibit a jump upon classical or quan-

tum melting, but rather a continuous increase over some
finite temperature or density interval—a familiar finite
size effect [2,5]. Thus, it is problematic to determine a
transition point and the critical magnitude of the fluctua-
tions ucrit

rel . Even worse, the results for urel and the melting
point depend crucially on the method of calculation and on
its duration. Increasing the length of a simulation (and the
expected accuracy) may lead to growing systematic errors
predicting a too low melting temperature, as was noted by
Frantz [5]. This is, of course, critical for reliable computer
simulation of phase transitions in finite systems. In this
Letter, we analyze the reasons for this behavior and present
a solution. We propose a novel quantity, the variance of the
block averaged interparticle distance fluctuations, which is
sensitive to melting transitions and does not exhibit the
convergence problems of urel. We demonstrate the behav-
ior of this quantity for both classical and quantum melting
by performing classical Monte Carlo (MC) and path inte-
gral Monte Carlo (PIMC) simulations, respectively.

Model and parameters.—While our approach is gener-
ally applicable, we concentrate on strongly correlated clas-
sical or quantum particles in a parabolic trap in 2D and 3D
described by the Hamiltonian

 Ĥ �
XN

i�1

p̂2
i

2m
�
XN

i�1

m
2
!2r2

i �
XN

1�i<j

e2

jri � rjj
: (2)

The system is in a heat bath with temperature T and has a
fixed particle number N (canonical ensemble). Below we
use the dimensionless temperature kBTr0=e

2 ! T where
r0 denotes the ground state interparticle distance in the
N � 2 case, r3

0 � 2e2=m!2. For quantum systems, the
coupling parameter is � � e2=�l0@!� where l0 is the os-
cillator length l20 � @=�m!�. The ground state of this sys-
tem consists of concentric spherical rings (2D) (cf. Fig. 1)
or shells (3D) [3,4]. This model has the advantage that
classical melting (by temperature increase) and quantum
melting (via compression by increasing !), including spin
effects, can be analyzed on equal footing [2,14].

Liquid and solid phases.—The potential energy land-
scape of the system (2) has numerous local minima but, in
contrast to other finite systems such as atomic clusters
[6,7], they are not associated with phases but rather corre-
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spond to the ground state and metastable states (e.g., differ-
ent shell configurations), which often are energetically
very close, e.g., [15]. With increasing temperature, an
increasing number of these states becomes occupied. Melt-
ing proceeds as an isomerization transition with the system
switching rapidly between a fast growing number of differ-
ent configurations above some threshold temperature [16].

However, with reduction of N the number of stationary
states decreases until only the ground state remains. This is
the case for N � 4 in 2D, which, due to its simplicity,
allows for a transparent analysis of melting processes in the
system (2). The pair distances show a characteristic behav-
ior as a function of simulation time (MC step) k;
cf. Fig. 2(a): oscillations around some average value fol-
lowed by a jump to a different value and again oscillations
around a different mean and so on. This is readily under-
stood: in its ground state the particles occupy the corners of
a square of length a, so there exist two possible values for
the six pair distances, a and the diagonal b �

���
2
p
a, which

are the mean values around which the distances fluctuate.
A jump occurs whenever two particles, i and j, exchange
their positions. Then the distances rik and rjk to the re-
maining particles will change. While this leads to the same
ground state (permutational isomer) this process costs en-
ergy associated with overcoming of a potential energy bar-
rier. With increasing temperature, the frequency �j of these
jumps grows steadily until around T � T2 a rapid growth
of �j is observed. Finally, at T � T4, pair exchanges occur
constantly [bottom of Fig. 2(a)], and particles are practi-
cally delocalized. This behavior of �j clearly resembles a
‘‘phase transition’’ with the melting point being located in
between the two limits T1 (solid) and T4 (liquid).

We verify this hypothesis by computing the IDF, Eq. (1);
cf. Fig. 2(b). At low temperatures, urel is small, slowly
increasing with T. Around T � T2 the increase steepens
slightly (rightmost curve). Aiming for a higher accuracy,
we repeated the calculations by subsequently increasing
the simulation length L (MC steps) by factors 10, 100,
1000. With no evident convergence, this effectively shifts
urel towards smaller temperatures and deeper into the solid-
like regime where jumps are very rare. Thus, the results for
urel are ambiguous and unreliable. The reason is that even

rare jumps will be eventually captured if L is sufficiently
long. This immediately leads to a significant increase of
urel emulating liquidlike behavior [17]. Similar observa-
tions were made for clusters [5].

Solution of the convergence problem of urel.—We solve
this problem by subdividing the time sequence in K blocks
of equal length M (L � KM) and compute the block
averaged IDF urel�s� according to Eq. (1) for each block
[18,19] and its mean �urel � K�1 PK

s�1 urel�s�. To suppress
the influence of jumps to �urel in the solid regime,Mmust be
chosen small enough to restrict jump-related contributions
to a small number of blocks and, at the same time, large
enough to allow for convergence of contributions related to
local vibrations. This choice does not influence the con-
vergence of �urel in the liquid regime, which is dominated
by frequent jumps on a time scale comparable to that of
local vibrations and, hence, well belowM. We demonstrate
the behavior of urel�s� for a quantum phase transition of
N � 8 bosons in 2D; cf. Fig. 3. In the solid regime the rare
spikes of urel�s� in the otherwise flat curve indicate blocks
containing one jump resulting in a sharply peaked proba-
bility distribution P�urel�. In the transition region, each
block may ‘‘catch’’ from zero to a few jumps, so the

FIG. 2. (a) Distance of an arbitrary pair of N � 4 classical
particles in 2D as a function of the MC step. From top to bottom:
T1 � 0:02 (solidlike), T2 � 0:06 and T3 � 0:09 (transition re-
gion), and T4 � 0:5 (liquidlike). a and b �

���
2
p
a denote the two

possible interparticle distances in the ground state.
(b) Temperature dependence of the mean block averaged IDF
�urel, for different block lengths M � 103, 104, 105, 106 (right to
left) [equivalent to computing urel, Eq. (1), from multiple simu-
lations of length L � M]. (c) The corresponding second moment
�urel

, Eq. (3). (d) Specific heat Cv and energy correlation time
kcorr. (e) Total energy autocorrelation function CE, Eq. (4), for
three temperatures.

(a)
(a)

(b)

(b) (c)

(
)

FIG. 1. Configuration of a 2D trapped quantum system
[Eq. (2)] of N � 8 spin-polarized bosons at a temperature close
to the ground state. (a),(b) The liquidlike (� � 14) and solidlike
(� � 30) states, respectively. (c) The corresponding radial den-
sity profiles ��r�.
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fluctuations of urel�s� increase and P�urel� broadens.
Finally, in the liquid regime, jumps occur with an almost
constant rate in every block, so the fluctuations of urel�s�
are small, though its mean is shifted to a higher value above
0.3.

Consequently, the width of the distribution P�urel�
reaches a maximum in the vicinity of the melting transi-
tion. This behavior is well captured by the second moment
of urel�s�, i.e., the variance of the block averaged interpar-
ticle distance fluctuations (VIDF)

 �urel
�

1

K

XK

s�1

����������������������������������������
hu2

rel�s�i � hurel�s�i2
q

: (3)

This allows us to obtain a reasonable estimate of the
melting temperature Tcrit

u from the peak of �urel
�T� [20].

Note that �urel is sensitive to the jump frequency �j, in
contrast to urel of Eq. (1). The sensitivity does depend on
the block length M: larger M cause an increase of �urel (as
discussed before) and shift the maximum of �urel

to lower
temperatures; cf. Figs. 2(b) and 2(c).

Hence, to properly chooseM, an independent quantity is
needed that should not require block averaging and be
invariant with respect to particle exchanges and pair dis-
tance jumps. A quantity fulfilling these requirements is the
total energy E and its autocorrelation function,

 CE�k� �

PL�k
i�1 �Ei�k � hEi��Ei � hEi�

�L� k��hE2i � hEi2�
: (4)

We found that the decay rate of CE�k� varies nonmonotoni-
cally with temperature where the slowest decay is observed
just in the transition region; cf. the example shown in
Fig. 2(e). This suggests that the correlation time, kcorr�T� �P
kCE�k; T� (cf. Fig. 2(d)), is sensitive to thermal melting,

allowing us to identify the melting temperature Tcrit
E from

the maximum of kcorr. Comparing the values Tcrit
E and

Tcrit
u �M� provides a straightforward way to identify the

proper block length M. In all cases of thermal melting
we investigated that agreement is found for M in the range
of 1000, . . ., 10000, where the common definition of a
Monte Carlo step is used [21].

We mention that in the case of quantum melting the
situation is more complex. Nevertheless, we found that the
same range of M seems appropriate as well; however, the
analysis requires us to use a combination of different
quantities such as the pair distribution or bond angular
symmetry parameters, etc.

Applications.—We have verified the behavior of the
VIDF, �urel

, for a large variety of classical and quantum
systems described by Eq. (2) of various sizes and dimen-
sionality. As a first illustration we show in Fig. 4 (left side)
MC results for a classical 3D system of N � 4; . . . ; 20
particles, the state of which is completely characterized
by the temperature T. One clearly sees that in all cases �urel

increases with T, but for small N the reduction is very
gradual, not allowing us to single out a ‘‘melting tempera-
ture’’ from �urel. At the same time, in all but one case �urel

has a well pronounced peak at a certain T, which is
identified as Tcrit. Also, the critical value of the fluctuations
may be deduced from the peak position of �urel

, yielding
ucrit

rel � 0:08; . . . ; 0:16, which is in good agreement with
macroscopic classical Coulomb systems. Note the special
case of N � 5 showing a low value of Tcrit, which is well
known and explained by the low symmetry of this cluster
[15]. While this behavior is hardly visible in �urel, it is
clearly detected by �urel

.

FIG. 3. Left: Typical behavior of the block averaged IDF vs
block number s for N � 8 charged bosons in 2D (cf. Fig. 1) for
different coupling strengths: �1 � 14, �2 � 22, �3 � 26, and
�4 � 30. Each point is an average over a block of length M �
1000. Right: Histograms show the probability P of different
values urel averaged over a total of 9,000 blocks. Results are
from PIMC simulations of system (2).

FIG. 4. Mean value �urel (top) and second moment �urel
(bot-

tom) of the block averaged IDF for different particle numbers N.
Left: temperature dependence of a classical 3D system (classical
melting, classical MC simulations). Right: 2D quantum system,
dependence on the quantum coupling parameter � (quantum
melting, PIMC results). In both cases the block length equals
M � 1000. Dashed lines locate the critical values of T (or �) and
ucrit

rel .
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As a second example we consider quantum melting upon
compression in a 2D system of spin-polarized charged
bosons at very low temperature. Calculations for N up to
60 were done using PIMC simulations; for details see, e.g.,
[22]. The right-hand side of Fig. 4 shows results for three
cases, N � 19, 20, 21, and more examples are given in
Ref. [14]. For large �, the particles are localized resem-
bling a crystal as seen in Fig. 1. Decrease of � is associated
with increasing wave function overlap and eventually
quantum melting by tunneling of particles between lattice
sites. Again we observe a gradual reduction of �urel when �
is increased. In contrast, �urel

has a pronounced peak that
allows us to determine the critical value of � to � �
25; . . . ; 30 depending on the particle number. The corre-
sponding critical fluctuations, ucrit

rel � 0:22; . . . ; 0:25, are
again close to the value known from simulations of macro-
scopic Bose systems.

These two examples are representative for the classical
and quantum melting behavior of the system (2), also for
other pair potentials. All our calculations have confirmed
the robustness and efficiency of the VIDF for the analysis
of melting in small systems. The criterion works also for
macroscopic systems as will be shown elsewhere. We can
now proceed and analyze the question, what is the mini-
mum system size to observe crystallization or melting?
Our simulations have revealed that �urel

has a maximum
for particle numbers as small as 4 in 2D and 5 in 3D. In
contrast, for 4 particles in 3D, �urel

shows a monotonic
increase; see Fig. 4 (top left). This is easily understood.
The ground state of 4 (3) particles in 3D (2D) resembles a
unilateral tetraeder (triangle) with only a single pair dis-
tance. Thus, a jump does not alter the distribution of pair
distances, and �urel

has no maximum.
In summary, we have proposed a novel quantity—the

variance of the block averaged interparticle distance fluc-
tuations. A maximum of �urel

allows one to reliably detect
the existence of structural changes that are analogous to
solid-liquid phase transitions in macroscopic systems. It
further directly yields a consistent estimate of the melting
point [20] and the critical fluctuations ucrit

rel in classical and
quantum systems, thereby curing the sensitivity and con-
vergence problems of the conventional distance fluctuation
parameters. While for classical systems the energy auto-
correlation function CE allows for a calibration of the
block length, this does not work for quantum melting
where further analysis is required. Also, it remains an
interesting question to analyze the behavior of�urel

in other
finite systems, including atomic clusters or homopolymers,
etc., as well as in time-dependent simulations (such as

molecular dynamics). Finally, in the case of large inhomo-
geneous systems where melting may proceed via a se-
quence of different processes, the VIDF should allow for
a deeper insight and a space-resolved analysis of the
fluctuations.

We thank Ch. Henning for helpful discussions. This
work is supported by the Deutsche Forschungsgemein-
schaft via No. SFB-TR 24.
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5 Spatially Indirect Electron-Hole Systems
in Mesoscopic Traps

In this chapter we consider small ensembles of optically excited (spatially) indirect ex-
citons especially in a single semiconductor quantum well. After a brief introduction in
section 5.1, we start with the investigation of the quantum Stark effect on excitonic
complexes in a homogeneous electric field (section 5.2). Using the path integral Monte
Carlo method, we compute from first principles the field dependence of the energies and
the spatial separation of electrons and holes (the effective exciton dipole moment) for
different quantum well widths. Discussing two different semiconductor quantum well
heterostructures (GaAs/AlGaAs and ZnSe/ZnSSe) we propose a possible experimental
setup for a harmonic exciton confinement, which is produced by the strong inhomoge-
neous electric field of a single tip electrode. The lateral confinement of the excitons in
the quantum well thereby arises from the quantum-confined Stark effect. On the basis
of this specific trap, we discuss the influence of the electric field strength, the tip-to-
sample distance, the excitation intensity (related to the exciton population of the trap),
the exciton density, and the temperature on the confined N -exciton system. Our theo-
retical results allow us to predict the parameter range where interesting many-particle
phenomena, including exciton Wigner crystallization, are expected to occur.

In section 5.3, we consider electrons and holes in a bilayer system. Performing quan-
tum Monte Carlo simulations, we vary the mass ratio M of holes and electrons between
1 and 100 for a fixed layer separation and analyze structural changes in the system.
While, for the chosen density, the electrons remain nearly homogeneously distributed,
with increasing M , the holes undergo a transition from a quantum liquid to a crystalline
(quasi-classical) state with a spatially ordered structure. This is verified for both, meso-
scopic bilayers in a parabolic trap and for a macroscopic system. In section 5.4, we
focus on the Coulomb-to-dipole transition, which occurs when the separation d of an
electron-hole bilayer system is varied with respect to the in-layer particle density. An
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5 Spatially Indirect Electron-Hole Systems in Mesoscopic Traps

analysis of the classical ground state configurations for clusters with N ≤ 30 electron-
hole pairs reveals that the energetically most favorable state can differ from that of
two-dimensional pure dipole or Coulomb systems. Performing a normal mode analysis
for the “magic” N = 19 cluster it is found that the lowest mode frequencies exhibit
drastic changes when d is varied. Furthermore, we investigate the quantum mechani-
cal ground states for N = 6, 10 and 12 electrons and holes. The results include the
single-particle ground state energies and orbitals for a broad range of layer separations
and coupling strengths between the limits of the ideal Fermi gas and the Wigner crystal
phase. The results in this section are based upon a combination of extensive molecu-
lar dynamics and self-consistent Hartree-Fock calculations. An overview and detailed
description of the current status of research is postponed until section 5.5 in order to
allow for a discussion in conjunction with the research results presented in this chapter.

5.1 Introduction and Overview

Dynamics and Interaction of Electrons and Holes

In the present work we use the notation of electrons and holes, instead of considering
electrons in different states (energy bands) and limit ourselves to a two-band model. In
the electron-hole picture, holes are defined as missing electrons in the valence band and
their charge is just opposite to that of the electrons, i.e., qh = −e. In a semiconductor at
low temperature the upper conduction band (CB) is unoccupied and the lower valence
band (VB) is completely filled by electrons. Hence, it is convenient to describe excited
states, where electrons have moved from the valence band to the conduction band, by
counting the conduction electrons Ne and holes Nh. The excited electrons can freely
move in the sparsely populated conduction band and likewise the holes left behind in
the valence band are free to move. In the vicinity of the CB minimum (VB maximum),
i.e., at the Γ point (k=0) in the first Brillouin zone, the band structure can in many
cases be well described by a parabola with an effective mass

E
e(h)
B (k) = E

e(h)
B (Γ)± ~2k2

2m∗
e(h)

, (5.1)

where EB(k) denotes the electronic band energy and k = p/~ the wave vector. In the
effective mass approximation electrons and holes can be treated as quasi-free particles
with an effective mass m∗

e(h) and a quasi-momentum p. A low (large) curvature of
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5.1 Introduction and Overview

the band corresponds to a large (low) effective mass.1 A negative electron in the CB
and a positive hole in the VB attract each other via Coulomb interaction and can
minimize their total energy (at low temperature and low density) if they form a bound
state, which is known as an exciton [123, 124]. However, the electron-hole binding
energy is comparatively weak, and the exciton state is much more fragile than its atomic
counterpart — the hydrogen atom. This is due to the dense solid matrix of many
other electrons and nuclei that occupy the same space and which effectively screen the
attractive Coulomb interaction. The electron-hole interaction potential is approximately
given by

V int
eh (re − rh) =

−e2

ε|re − rh|
, (5.2)

where ε is the dielectric constant of the semiconductor.

Excitonic Effects

Excitons are currently of exceptionally high scientific interest due to their bosonic char-
acter in view of the possible realization of a collective, coherent many-particle state
of matter — the Bose-Einstein condensate (BEC) [125]-[128]. As the (quantum) de-
generacy temperature scales inversely with mass [129] and in view of the exceptionally
low effective mass of excitons (which is even below the electron rest mass) the critical
temperature for the BEC is expected to be in the temperature regime of liquid He-
lium, i.e., at several orders of magnitude higher temperatures than in cold atom gases.
Exciting experimental findings are the observed signatures of BECs in semiconductor
heterostructures [18, 130, 131, 132, 133, 134] and bulk semiconductors [135, 136, 137] in
recent years. Besides this fundamental research issue, there are further practical moti-
vations for the investigation of excitonic matter, because excitons are directly connected
to the optical properties of semiconductors. Technological potential of these single pho-
ton sources arises particularly with regard to the development of novel optoelectronic
micro-devices [138], which may allow for the realization of novel computing methods
such as “photon computing” or “quantum computing”. Additional interest is given
by the possibility to observe new (quantum) states of matter such as exciton Wigner
crystallization [43, 86, 139, 140, 141, 142, 143], excitonic superfluidity (allowing for fric-
tionless transport of electronic energy through the crystal) [144, 145] or even the Wigner
supersolid of excitons. In this speculative quantum phase the excitons are required to
be phase coherent and to form a Wigner crystal at the same time [146, 147].

1The effect of mass-asymmetry in electron-hole bilayers is subject of investigation in section 5.3.
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Spatially Indirect Excitons

Excitons possess a finite lifetime. The electron-hole pairs typically annihilate (recom-
bine) radiatively on the time scale of a nanosecond (or even below) in direct band-gap
semiconductors. In order to study correlation effects, the initially photogenerated hot
excitons are required at least to thermalize down to lattice (helium bath) temperature
and to reach a quasi-equilibrium state in a time that is considerably shorter than their
radiative decay. One possibility to lower the spontaneous recombination probability of
excitons is to reduce the electron-hole wave function overlap by spatial separation of
electrons and holes. Considering a quasi 2D single quantum well2 the spatial separation
of electrons and holes can be achieved by a strong electric field, which is applied per-
pendicular to the quantum well plane (i.e. in z-direction), see figure 5.1. These spatially
indirect excitons possess several unique features (all values are given for GaAs/AlGaAs
samples):

• The spatial separation of electrons and holes in the z-direction results in a greatly
enhanced exciton lifetime that may be more than three orders of magnitude longer
than that of spatially direct excitons. (In wide single QWs [149] and double QWs
[150] lifetimes of tens of microseconds have been recorded).

• The quantum well confinement leads to a relaxation of the momentum conser-
vation in z-direction. Therefore, thermalization down to the lattice temperature
via emission of bulk longitudinal acoustic phonons is about 103 times faster for
excitons in dimensionality reduced QWs than in 3D bulk structures [151]. (In
agreement to [152], indirect excitons were reported to cool down to 400 mK in
about 5 ns [153]. This time is much shorter than their lifetime. We note that a
recent experiment gives “evidence for equilibration” to 5 K lattice temperature of
the harmonically confined gas of indirect excitons, however, within a considerably
larger time of a few microseconds [150, 154].3)

• The spatial separation of electrons and holes leads to a strong (cross-well) perma-
nent dipole moment giving rise to a repulsive exciton-exciton interaction, which
results in an effective screening of the in-plane disorder potential (caused by QW
interface fluctuations, impurities, etc.).

2The advantages of a wide single well over a double well are discussed in section 5.2.2. Further
arguments, which are related to the creation and investigation of indirect recombination, are to be
found in reference [148].

3We expect a longer radiative lifetime of indirect excitons in ZnSe based QWs (see section 5.2.2).
Therefore, we will consider the exciton system to be thermalized and study its equilibrium properties.
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Figure 5.1: Effect of a strong electric field on the excitonic states in a GaAs/AlGaAs quantum
well (QW) of width L = 30nm ≈ 3aB. Shown are schematic band structure diagrams (top) and
the corresponding probability densities in (growth) z-direction (bottom) of free charge carriers
(electron e, hole h) and particles in excitonic bound states: the exciton X and excitonic com-
plexes (positive trions X+, negative trions X−).
Left panel: Electrons are promoted into the conduction band (CB) and the defect electrons (pos-
itively charged holes) remain in the valence band (VB). The energy scale for the pair production
is the material-specific band gap energy Eg ∼ 1 eV, which separates the CB with the lower band
edge from the VB with the upper band edge. In absence of the electric field all (quasi-) particles
are symmetrically distributed in the z-direction of the QW. Due to the attractive electron-hole
Coulomb interaction, the (spatially direct) exciton is stronger localized than a free electron or
free hole in the same z-confinement.
Right panel: Application of a homogeneous electric field Ez in growth direction of the QW leads
to a tilting of the energy bands (Stark shift) and a separation of the charge carriers at different
sides of the QW. This leads (at low temperatures) to formation of stable spatially indirect exci-
tons with a finite permanent dipole moment in z-direction. Note that the hole is more strongly
localized than the electron due to its higher effective mass. The Stark effect allows for a flexi-
ble band-structure design and thus adjustable electrostatic trap geometries giving rise to a broad
range of accessible exciton parameters and correlation effects (see section 5.2).
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• The repulsive exciton-exciton interaction shifts the peak of the pair correlation
function to larger exciton-exciton distances and masks the fermionic character of
the exciton constituents (at moderate densities, see section 5.2.3).

• A strong repulsion between the “dipole”-like excitons prevents further binding of
excitons into larger complexes, such as biexcitons or electron-hole droplets (see
section 5.2.1).

• The mutual repulsive interaction reduces thermal fluctuations and stabilizes the
exciton state. (Note that the reduction of the binding energy Eb(X) = Ee +Eh−
Ex by the electric field is relatively modest due to the QW confinement, which
naturally limits the charge separation; see section 5.2.1 for details.)

• The separation of electrons and holes leads at low temperature to a spontaneous
spin polarization of the indirect exciton, i.e., a transition to a ferromagnetic exciton
phase [155]. (In our PIMC simulations we will consider spin-polarized exciton
systems, where all excitons are identical. This means that the degeneracy is higher
than in an unpolarized system.)

In turn, to bring correlation effects into play an external confinement within the quantum
well plane is required, which balances the repulsive exciton-exciton interaction. As will
be discussed in section 5.2, a suitable lateral (harmonic) trap can be generated by means
of an inhomogeneous electrostatic z-field of a fine tip electrode due to the quantum-
confined Stark effect. The resulting occupied trap region below the tip is on the micron
scale. The proposed electrostatic harmonic exciton confinement in the 2D quantum
well structure permits for a voltage-controlled transition from the direct to the indirect
exciton regime and a high flexibility with regard to the exciton parameters (dipole
moment, lifetime etc.). The vertical tip position relative to the sample provides an
additional degree of freedom and allows for a flexible control of the lateral confinement
strength (exciton density) and a broad accessible range of exciton-exciton correlation
effects. Furthermore, the number of excitons can be tuned with the intensity of the
(pulsed) laser used to generate the excitons4. The mentioned features make indirect
excitons a very suitable system for the exploration of collective quantum states and
many-body phenomena of cold bosons. Our numerical PIMC studies, section 5.2.3,
support theoretical predictions of the possibility of exciton condensation and should
give the motivation for ongoing efforts in the preparation of experiments for example
those currently set up at Rostock University [156].

4By collecting the excitons in a trap, a lower flux of excitons allows for a low photoexcitation intensity,
which reduces the heat input into the system.
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Wigner Crystallization of Indirect Excitons

The idea of Coulomb correlation induced crystallization of the electron gas in metals
was first considered by E. P. Wigner in 1934 [157]. Following his ideas, at low densities
(considerably lower than the electron density in atoms or metals) and low temperatures
the system of electrons spontaneously crystallizes into a regular lattice structure if the
mutual electron wave function overlap is strongly reduced and thus the formation of
energy bands with delocalized electrons suppressed, e.g. [2, 158, 159].

In the following we will use quantum Monte Carlo simulations to give a first principle
thermodynamic description of indirect excitons in the moderate density regime, where
the composite quasi-particles show strong bosonic many-particle features. In this con-
nection, we will address the issue of whether the dipole-like exciton-exciton interaction
in the “bosonic density regime” is strong enough to suppress the quantum fluctuations,
so that a Wigner crystal phase of spatially indirect excitons can be established, and, if
at all, for which realistic parameters.

Model system. The results presented below apply particularly to semiconductor
single QWs, but can be generalized to coupled QW heterostructures as well. The well-
accepted N -particle Hamiltonian based on the equations (5.1) and (5.2) captures many
qualitative features of semiconductors and includes all Coulomb correlation contribu-
tions without simplification. It reads

Ĥ = Ĥe + Ĥh +
N∑

i=1

N∑
j=i+1

qiqj

ε
√

(ri − rj)2 + (zi − zj)2
, (5.3)

where the N = Ne +Nh single particle contributions are given by

Ĥe(h) =
Ne(h)∑
i=1

(
− ~2

2m∗
e(h)

∇2
ri

+
m∗

e(h)

2
ω2

0r
2
i + V ext

e(h)(zi)

)
, (5.4)

which consists of the kinetic (band) energy, the lateral electron (hole) harmonic confine-
ment potential and an additional external potential

V ext
e(h)(zi) =

qiEzzi, |z| ≤ L/2

V 0
i + qiEzzi, |z| > L/2 .

(5.5)

The external potential V ext
e(h)(zi) combines thereby the effect of the QW confinement

(presented as a square well, see figure 5.1) and the applied electric field in z-direction.
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Within this model qi is the particle’s charge, ε the static permittivity, m∗
e(h) the electron

(hole) effective mass, ω0 the in-plane trap frequency, L the QW width, and Ez the
electric field applied perpendicular to the quantum well plane. The vectors ri describe
the in-plane particle positions.

Reduced bosonic model of indirect excitons. At low temperatures (well below
the exciton binding energy) and small electron-hole separations the electrons and holes
form stable spatially indirect excitons (see section 5.2.1). The results of section 5.2.3,
where the Fermi statistics of the exciton constituents is taken fully into account, allow us
to treat indirect excitons in the moderate density regime, i.e., for λ > 15, approximately
as composite Bose particles. At higher densities the fermionic nature of the exciton
constituents becomes unmasked and the treatment of a two-component fermion system
consisting of electrons and holes becomes indispensable.5

In the following we consider the representative example of a mesoscopic system consisting
of 56 spin-polarized indirect excitons with an effective electron-hole pair separation of
d = 20nm = 6.6aB. This carrier separation can be produced by an electric field of
strength Ez = 20 kV/cm in a single ZnSe-based quantum well of L = 30 nm width
(see section 5.2.2). In the strong coupling regime, λ = 17, i.e., at a moderate in-
plane density of 1.5 · 1010/cm2, the effective electron-hole separation d is much smaller
than the exciton-exciton distance within the layer. Consequently, the electron-hole
binding energy of an individual exciton is much larger than the repulsive exciton-exciton
interaction Ueh � Uxx. This allows for a separation of the z-problem by averaging over
the QW thickness by solving the single exciton problem (in a homogeneous field) and an
introduction of relative and center of mass (COM) coordinates of the composite excitons
(see section 5.2.1). The relative problem describes the inner exciton structure (exciton
wave function) giving rise to the effective dipole moment µ = ed, which is characterized
by the effective e-h separation

d = 〈ze − zh〉ρe(ze,β)ρh(zh,β) . (5.6)

Furthermore, the COM coordinate Ri describes the position of the i-th exciton in the
external potential. In the considered model, the N -particle problem reduces to an
effective 2D-Hamiltonian of Nx = N/2 composite bosonic excitons. These are confined

5The structural ground state properties of an electron-hole bilayer system in the regime λ < 15 (where
Fermi exchange effects become essential) are considered in section 5.4.
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in the QW plane and interact via a repulsive dipole interaction potential

Ĥx =
Nx∑
i=1

− ~2

2m∗
x

∇2
Ri

+
m∗

x

2
ω2

0R
2
i +

Nx∑
i<j

µ(Ri)µ(Rj)
ε|Ri −Rj |3

 , (5.7)

where the trap frequency ω0 arises from the effective lateral quantum Stark confinement
potential (see section 5.2 for details). This effective 2D problem of Nx indirect excitons,
which obey Bose statistics, is solved by path integral Monte Carlo (PIMC) simulations.
These simulations allow for a first principle treatment of the many-particle Coulomb
correlation and bosonic exchange effects (details on the PIMC technique are given in
section 2.3).

PIMC simulation results. Quantitative predictions on the excitonic states of the
considered exciton cluster for three specific temperatures are shown in figure 5.2. The
simulations point out that the particles become highly correlated and can stabilize in
spatially periodic structure when the temperature is decreased below a critical value
of Tcr . 1.2 K. Similar to the mesoscopic electron systems [2], a two-stage Wigner
crystallization process is observed:

1. At the temperature T1 = 3.35K, i.e., slightly above the finite melting interval (see
section 4.3), the indirect excitons are in a Bose fluid state and delocalized within
the trap due to thermal fluctuations as well as quantum fluctuations and bosonic
exchange.

2. When the temperature is decreased to T2 = 830 mK the indirect excitons become
strongly correlated and enter a partially ordered state. The 56 indirect excitons
arrange themselves on four distinct rings (a single particle is located in the trap
center). Note that the concentric shell structure reflects the radial symmetry of
the external confinement.

3. Further lowering of temperature to T3 = 210 mK leads to a full freeze-out of the
thermal fluctuations, whereby the (zero-point) quantum fluctuations prevail. The
PIMC simulations show that the repulsive inter-exciton interaction is capable of
governing the strong quantum fluctuations and establish an intrashell localization
of the quasi-particles. Moreover, a highly ordered quantum state with a regular 2D
Wigner lattice is observed in the center region of the trap (where the geometrical
constraints of the external confinement are reduced).

The two-stage transition process is a well-known phenomenon in confined few-particle
systems, e.g. [2, 159]. This is due to the fact that the confinement induced radial
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energy barriers are considerably higher than the intrashell energy barriers separating
the repelling particles [70]. Because of the short range of the dipole potential, the
mesoscopic quantum crystal of indirect excitons appears at higher densities than the
electron (Coulomb) Wigner crystal, i.e. the crystal is stabilized. Previous numerical
work predicts a transition from the Fermi liquid state to the electron Wigner crystal
phase for around re

s ≈ 35 (see [2, 159] and references therein), whereas in the present
simulations the exciton Bose-nano-crystal is already found at rx

s ≈ 25.6

A deeper insight into the structure of the different exciton phases can be obtained from
the diffraction picture. Current experiments allow for the measurement of both the real
luminescence pattern with a resolution up to 1µm and also the distribution of exciton
luminescence in the far-zone, i.e., the optical Fourier transform of the real image [18,
160]. This motivates us to consider the diffraction pattern of the observed exciton
structures, with the objective that it can give a clear evidence for a phase transition in
the mesoscopic system. The classification will be in conformity with the International
Union of Crystallography (IUC) which decided to redefine the term “crystal” to mean
“any solid having an essentially discrete diffraction diagram” in 1991 [161].

The static structure factor is obtained from the spatial 2D Fourier transform of the
(time averaged) exciton density distribution ρ(r)

F (h) =
∫ +∞

−∞
ρ(x)ei2πhxd2x , (5.8)

and is parametrized by the in-plane (momentum transfer) vector h (in analogy to a
X-ray scattering process). The structure factor F describes the Fourier components of
the density fluctuations and diverges as |h| → 0 indicating long-wavelength fluctuations.
The modulus squared of the structure factor provides the diffraction intensity

I(h) = |F (h)|2 . (5.9)

The peaks of the function I(h) are closely associated with the structural features of
the crystal. If the diffraction vector h coincides with a reciprocal lattice vector, the
function F (h) becomes non-zero, and the diffraction pattern consisting of sharp and
intense “Bragg” reflections of the crystal occur.

6It should be noted that in a recent study of the zero-temperature phase diagram of a unconfined 2D
Bose system with dipole-dipole interaction, the critical Lindemann ratio (at the transition density)
for the quantum phase transition from the gas to the solid phase has been estimated as ucrit = 0.23
[43]. This critical value is in full agreement with our simulations of confined small exciton clusters
(we used the VIDF with blocksize M = 1000, see section 4.3 for details).
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Figure 5.2: Quantum Monte-Carlo results for a ZnSe-based quantum well with N = 56 har-
monically trapped indirect excitons obeying Bose statistics. Top row: Density plots of the indirect
excitons for the three temperatures: 3.35 K, 830 mK and 210 mK (from left to right). Due to
strong inter-exciton correlations highly ordered quantum states are observed; reducing tempera-
ture initiates a two-stage crystallization process: (1) radial ordering of the excitons on shells,
(2) formation of a bosonic Wigner nano-crystal with a hexagonal lattice structure. Partial ex-
citon delocalization is a result of quantum fluctuations and Bose statistics (“cold” melting).
Bottom row: Corresponding Bragg diffraction patterns exhibiting the degree of order in a sys-
tem by measuring the density-density correlations. The patterns are used as an indicator of a
phase transition. (Diffraction intensity is logarithmically scaled.) Simulation parameters: Ef-
fective spatial electron-hole z-separation d = 20 nm (6.6aB), coupling parameter λ = 17.0. The
probability density plots are averaged over L = 10000 Monte Carlo steps (plus Leq = 10000 steps
for the equilibration), number of high temperature factors M = 362 (PIMC, see section 2.3).
Effective Hartree energy 1Ha = q2/εaB = 53.93 meV (625.8 K) for ZnSe.

Let us now study the diffraction diagram of an exciton cloud for the three characteristic
temperatures displayed in figure 5.2. The leftmost diagram, corresponding to T1 = 3.35
K, reveals (beside the central spot) five weak circular symmetric side maxima. These
are a first signature of the growing inter-exciton correlations, which give rise to a radial
density modulation, i.e., the onset of the formation of shells. Lowering the temperature
to T2 = 830 mK leads to pronounced circular main maxima in the diffraction intensity
I(h). The value of the wavenumber h = 0.04/aB corresponds to the almost equidistant
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radial density modulation (resp. intershell spacing) of 25 aB. On the contrary the main
peaks, which are also found in large clusters, the number of side maxima is affected by
the finite size of the cluster. More specifically, the observed Laue oscillations consisting
of n−2 = 7 subsidiary maxima and n−1 = 8 subsidiary minima are due to the n= 9
density peaks in the center cross section of the shell structure.

However, the most interesting and richest diffraction pattern is found at T3 = 210 mK.
At this temperature, the inner part of the mesoscopic exciton Wigner crystal presents
a hexagonal lattice in real space with spacing a = 25 aB. The hexagonal lattice is
actually the two-dimensional lattice with the highest symmetry and the lowest energy
(in the unconfined case). This configuration gives rise to six distinct intensity peaks
in the diffraction image.7 Each symmetry axis of the exciton crystal shows up as two
symmetry lines in the diffraction pattern. Here the Brillouin zone appears as a hexagon
with a nearly circular shape. Moreover, the discrete diffraction picture bears out a
strict phase transition of the mesoscopic exciton plasma into a crystalline state (i.e. a
2D crystal without conventional long-range order).

The existence of the exciton Wigner crystal raises the intriguing question about the
coherence of this quantum state, which, however, cannot be directly clarified with the
present PIMC simulations (see discussion in section 2.4). However, at the considered
spatial scale of the 2D micron-scale lateral confinement the phase coherence of the
excitons cannot be ruled out. In particular the finite size of the system may allow for a
fully coherent state of indirect excitons even in 2D, where the coherence length cannot be
infinite. Furthermore, in section 5.4 we show that even in the Wigner crystal phase single
density peaks do not one-to-one correspond to single particles, but rather the single-
particle orbitals extend over the entire cluster. This means with respect to the Wigner
crystal in figure 5.2 that the identification of single excitons (individual exciton wave
packets) is not obvious and may lead to misinterpretations due to “matter wave overlap”.
The question about the quantum properties of the Wigner state (including features
such as superfluidity) is a very exciting question and requires for further theoretical and
experimental work.

7Note that increasing the cluster size will just decrease the FWHM and increase the intensity of the
Bragg peaks, whereas imperfections in the spatially periodic structure cause broadening of the peaks.
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5.2 Strongly Correlated Indirect Excitons in Quantum Wells

We consider a finite number of photogenerated indirect excitons in a single quantum
well (QW), where the spatial separation of electrons and holes is due to a strong electric
field from a tip electrode. A lateral confinement of the indirect excitons in the QW
arises from the quantum-confined Stark effect with a typical trap size being on the
order of several micrometers. Using path integral Monte Carlo simulations, electrons
and holes are shown to form permanent dipoles with a strong repulsion, which prevents
formation of biexcitons and electron-hole droplets. At the same time, the repulsion
masks the fermionic character of the indirect exciton constituents, so that the excitons
are approximately of bosonic nature. By changing the field strength and geometry, the
excitation intensity (exciton number) and temperature, the indirect exciton properties
as well as the exciton-exciton correlations can be varied in broad ranges giving rise to
interesting many-particle correlation and quantum effects.

The results were published as refereed journal publications:

5.2.1 Strongly Correlated Indirect Excitons in Quantum Wells in High Elec-
tric Fields, A. Filinov, P. Ludwig, Yu.E. Lozovik, M. Bonitz, and H. Stolz,
J. Phys: Conf. Series 35, 197 (2006)

5.2.2 Quantum Stark Confined Strongly Correlated Indirect Excitons in
Quantum Wells, P. Ludwig, A. Filinov, M. Bonitz, and H. Stolz, phys. stat.
sol. (b) 243, No. 10, 2363 (2006)

5.2.3 Path Integral Monte Carlo Results for Bose Condensation of Meso-
scopic Indirect Excitons, A. Filinov, M. Bonitz, P. Ludwig, and Yu.E. Lo-
zovik, phys. stat. sol. (c) 3, No. 7, 2457 (2006)
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Abstract.
We study the Stark effect on excitonic complexes confined in a GaAs-based single quantum

well. We approach this problem using Path Integral Monte Carlo methods to compute the
many-body density matrix. The developed method is applied for investigation of the electric
field-dependence of energies, particle distribution and effective exciton dipole moment.

Using these results as an input we apply thermodynamical Monte Carlo methods to
investigate systems of several tens to thousands indirect excitons in a 2D quantum well with
a lateral confinement arising from the quantum confined Stark effect. Depending on the field
strength, exciton density and temperature different phases (gas, liquid and solid) of indirect
excitons are predicted.

1. Introduction
In the present work we aim to study equilibrium properties of excitons, charged excitons (trions)
and biexcitons under the influence of a quantum well confinement and an external electric field
produced by electrostatic contacts.

The field applied along the growth direction separates electrons and holes at different sides of
the quantum well (QW) and leads to formation of spatially indirect excitons. This system can
be a promising candidate for the observation of Bose condensation [1, 2, 3, 4] or crystallization of
excitons in heterostructures. While in many experimental realizations a system of two coupled
QWs is considered, here we show that a single QW can also be suitable for this purpose. At
high electric fields excitons can be considered as dipoles oriented perpendicular to the QW plane
with a repulsive, dipole-dipole like, interaction preventing formation of other bound states, such
as biexcitons. If the temperature is low enough the excitons can create bound states with
the excess carriers (free electrons or holes) and form positively or negatively charged excitonic
complex, i.e. trions, with a binding energy ranging from 2K to 11K (in GaAs-based QWs)
depending on the strength of the applied electric field. Hence, the question about the ground
state of indirect excitons and dissociation of trions and biexcitons in high electric fields has

1 Based on a talk and a poster presented at the conference “Progress in Nonequilibrium Green’s Functions III,
Kiel, Germany, 22. – 25. August 2005”

Institute of Physics Publishing Journal of Physics: Conference Series 35 (2006) 197–208
doi:10.1088/1742-6596/35/1/018 Progress in Nonequilibrium Green’s Functions III
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an important implication for possibility to have favorable conditions for Bose condensation or
crystallization.

In section II we shortly discuss the basic ideas of our first principle Path integral Monte Carlo
(PIMC) technique. In section III we look in detail at the Stark effect and the dependence of
the exciton energy on the electric field. Further in Section IV, the obtained results (e.g. the
Stark shift and the effective dipole moment of indirect excitons) will be used as an input for
thermodynamical Monte Carlo simulations of several thousands of trapped excitons.

2. Path Integral Monte Carlo
The results presented in the next section have been obtained with the Path Integral Monte Carlo
technique based on presentation of the many-body density matrix in the terms of Feynman
trajectories [5]. The details on theoretical aspects and the practical implementation can be
found in the review [6] and Refs. [7, 8]. Below we give a brief overview of the applied technique.

In PIMC calculations we start from the following representation of the N-particle non-diagonal
thermal density matrix

ρ(R,R′; β) =
∫

V
dR1 . . .

∫
V

dRn−1ρ(R,R1; δβ)ρ(R1,R2; δβ) . . . ρ(Rn−1,R′; δβ), (1)

where R = (r1, r2, . . . , rN ) are the particle coordinates, and the integrations are performed in
the whole coordinate space over additional intermediate varibles on the n− 1 “imaginary time”
slices of a path, which starts at R(0) = R and ends at R(β) = R′. Here, the parameter
β = 1/kBT denotes the inverse temperature. The main advantage of this representation, as
was first recognozed by Feynman, is the fact that a low-temperature density matrix can be
expressed through high-temperature density matrices at an n-times higher temperature, i.e.
δβ = β/n = 1/nkBT . This expression is very useful for practical calculations if we write down
the high temperature approximation for each of the non-diagonal N -particle density matrices
ρk = ρ(Rk,Rk+1; δβ). Hence, the two main problems treated in PIMC calculations are, first, the
construction of the best approximation for ρk and, second, development of an efficient Metropolis
Monte Carlo integration procedure to sample the density matrix directly from Eq. (1).

For the simulations of particles with Fermi or Bose statistics we should place additional
symmetry restrictions on the density matrix in Eq. (1). One of the simple and widely used high-
temperature approximations to take into account the antisymmetry property of the fermion
density matrix is to express it through the Slater determinants of free-particle propagators for
each species of particles with the same spin projection

ρ(Rk,Rk+1; δβ) =
(

1
N↑!

)
detA(k, k + 1)↑↑ ·

(
1

N↓!

)
detA(k, k + 1)↓↓ × (2)

exp

⎛
⎝−δβ

⎡
⎣ N∑

i=1

V ext(rk
i ) +

N∑
i≤j

Vij(rk
ij)

⎤
⎦

⎞
⎠ ,

where V ext is the external potential, and Vij is the pair potential for particles i and j. The
(l, m) element of the N↑(↓) × N↑(↓) matrix A(k, k + 1) is defined as

a(k)l,m = exp
(
− m

2h̄2δβ
(rk

l − rk+1
m )2

)
. (3)

To sample the density matrix from Eq. (1) we use in the Metropolis algorithm the modulus
of the short-time propagators

∣∣ρ(Rk,Rk+1; δβ)
∣∣ as probability density. For fermions, the non-

diagonal short-time density matrix is not positive defined, and hence its sign should be taken
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into account by an additional weight function with the values, W (k, k + 1) = ±1, depending
on the parity of a permutation. Then the total sign coming from all “imaginary time” slices is

defined as W =
n−1∏
k=0

W (k, k + 1). For low temperatures and large systems the sign of each term

in the product changes independently, and as a result the total sign strongly oscillates which
leads to the so called “fermion sign problem”. In the present PIMC calculations, where the
maximum number of exchanged particles was two, e.g. in the biexciton - two electrons and two
holes, Eq. (3), can be used without modifications. The results presented below are for the singlet
state of two electrons or two holes. For zero magnetic field this corresponds to the ground state
of the system [9, 10].

For excitonic complexes in the QW in the presence of a homogenous electric field applied
normal to the QW plane we consider the hamiltonian of N = Ne + Nh particles

Ĥ = Ĥe + Ĥh +
N∑

i=1

N∑
j=i+1

eiej

ε|ri − rj | (4)

Ĥe(h) =
Ne(h)∑
i=1

(
− h̄2

2me(h)
∇2

ri
+ V ext

e(h)(zi)
)

(5)

where V ext(z) is the external potential which combines the effect of the QW confinement
(presented as a square well) and the applied electric field

V ext
i (z) =

{
eiEz · z, |z| ≤ L/2
V 0

i + eiEz · z, |z| > L/2 .
(6)

Our simulations have shown that use of the classical square well potential (6) leads to a
discontinuity of the density distribution at the QW edges. This discontinuity comes from the
infinite first derivative of the classical potential and is very slowly converging with the number
of time slices n in Eq. (1). This problem, however, can be easily overcome by using an effective
temperature-dependent potential (see the detailed discussion in Ref. [11]). We have precomputed
for every QW width, L, strength of electric field, Ez, and several inverse temperatures δβ the 1D
density matrix of electrons and holes in the z-direction. The effective potential V eff

ij can be then
obtained from the following definition using the pair density matrix in relative coordinates [6, 12]

ρ(rij , r′ij ; δβ) =
μ

3/2
ij

(2πh̄δβ)3/2
exp

[
− μij

2h̄2δβ
(rij − r′ij)

2

]
exp[−δβV eff

ij (rij)], (7)

where i and j can be any pair of particles, or a particle and the quantum well potential
(represented as an effective particle with the infinite mass; in this case the reduced mass coincides
with the particle mass μij = mi).

In the calculations of excitonic states presented below the temperature was varied in the range
T = 1/400 . . . 1/80 Ha (for GaAs heterostructure with 1Ha = 2Ry ≈ 133 K this corresponds to
temperatures 0.33 . . . 1.66 K) depending on the binding energy, EB, of the excitonic complex.
Usually we choose T ≈ 1/10 EB and our calculations correspond practically to the ground
state. We discretize our density matrix in Eq. (1) into n = 120 . . . 1200 time slices, hence
we use the high-temperature density matrices at temperatures 1/δβ = 1.5Ha (199.5 K) or
3Ha (399 K) and for the QW we use the effective potentials V eff

e(h) for electrons and holes
respectively. All interparticle interactions and the external confinement have been treated in
the pair approximation [6] using the off-diagonal pair potentials. More details can be found in
Ref. [12].
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P

robability
density

ρ
of

free
particles

(electron
and

hole)
and

the
particles

in
the

bound
states

(exciton,positive
and

negative
exciton)

in
a

hom
ogeneous

electric
field

of
different

strength
[0,

4,
and

20
kV

/cm
]
applied

in
the

grow
th

direction
of

a
Q

W
of

the
w

idth
L

=
30

nm
.

In
F
igs.

b)
and

c),
the

positive
(negative)

electrode
is

at
the

right
(left),

therefore,
electrons

(holes)
are

shifted
to

the
right

(left).
D

ue
to

the
higher

m
ass

the
hole

is
stronger

localized
than

the
electron

(m
h /m

e
=

2.27).

3.
P

IM
C

resu
lts

for
ex

citon
ic

com
p
lex

es
in

a
h
om

ogen
eou

s
electric

fi
eld

A
s

discussed
the

electric
field

m
odifies

the
confinem

ent
potential

and
leads

to
a

separation
of

electrons
and

holes,w
hich

leads
at

suffi
ciently

low
tem

peratures
to

form
ation

ofspatially
indirect

excitons,positive/negative
trions

and
biexcitons.

C
onsequently

the
spontaneous

recom
bination

tim
e

of
the

excitonic
states

can
be

increased
from

tens
of

picoseconds
to

the
100ns-order

and
allow

s
for

equilibration,
i.e.

at
suffi

cient
low

tem
peratures

relaxation
to

the
ground

state.
W

e
start

our
considerations

from
single

excitonic
states

in
G

aA
s/A

lG
aA

s
Q

W
s.

W
ith

the
increase

ofthe
hom

ogenous
electric

field
applied

perpendicular
to

the
Q

W
plane

the
probability

density
for

electrons
and

holes
becom

es
shifted

to
different

edges
of

the
30

nm
w

ide
Q

W
(see

F
ig.1).

For
three

different
electric

field
strengths

presented
in

F
ig.1

w
e

calculate
the

probability
density

of
free

carriers
(an

electron
and

a
hole)

as
w

ell
as

the
electron

and
the

hole
probability

density
(P

D
)

inside
the

exciton
and

the
positive

and
negative

trions,
X

±
.

A
t

zero
and

w
eak

fields,
F
ig.

1
(a),(b),

the
probability

density
in

each
excitonic

state
depends

on
the

relative
strength

of
electron-electron

repulsion
and

electron-hole
attraction.

For
the

exciton
the

peaks
of

electron
and

hole
P

D
have

the
sm

allest
separation

reflecting
the

fact
that

the
exciton

is
the

m
ost

strongly
bound

com
plex.

H
ow

ever,ifw
e

now
m

ove
to

high
electric

fields
ofabout

20
kV

/cm
and

above,the
correlation

effects
in

the
grow

th
direction

ofthe
Q

W
practically

vanish.
N

ow
only

the
electric

field
plus

Q
W

confinem
ent

plays
a

dom
inant

role
and

determ
ines

the
profile

of
the

P
D

.
In

this
case,

as
show

s
F
ig.

1(c),
the

P
D

of
free

particles
coincides

w
ith

that
of

the
exciton

and
the

trions
in

the
sam

e
electric

field.
T

his
result

allow
s

us
to

conclude
that

in
the

Q
W

s
at

high
electric

fields
for

both
num

ericaland
analyticalconsiderations

the
usage

of
the

adiabatic
approxim

ation
in

z-direction
is

resonable
and

the
problem

can
be

effectively
reduced

to
a

2D
system

sim
ilar

to
the

approach
used

in
R

ef.[8].
T

he
validity

of
the

adiabatic
approxim

ation
can

be
also

independently
checked

by
com

paring
the

binding
energy

of
the

excitonic
com

plexes
vs

electric
field

for
the

effective
2D

and
3D

system
s

[11].
In

our
calculations

w
e

have
considered

three
G

aA
s/A

l0
.3 G

a
0
.7 A

s
Q

W
s

of
the

w
idths,

L
=

10,20
and

30
nm

,w
hich

are
typicalfor

experim
entalsam

ples.
A

s
w

e
can

see,from
F
ig.2(a),in

the
narrow

10
nm

Q
W

,excitonic
states

are
practically

not
influenced

by
the

field
and

the
total

energy
stays

practically
constant.

In
this

case
the

carriers
do

not
becom

e
separated,at

least
for

fields
up

to
20

kV
/cm

,
due

to
the

dom
inant

effect
of

the
Q

W
confinem

ent,
therefore

E
>

0
in

F
ig.2(a).

In
contrast,for

the
w

ide
30

nm
Q

W
the

field
dependence

ofthe
totalenergy

is
strong
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E
nergy

of
the

exciton,
trions

and
biexciton

vs
the

strength
of

electric
field

a)
for

a
10

nm
and

b)
for

a
30

nm
w

ide
Q

W
.

In
w

eak
fields

the
total

energy
show

a
quadratic

dependence
on

the
field

strength,
E

z ,
(quadratic

Stark
effect).

In
the

opposite
lim

it
of

high
fields,

the
dependence

becom
es

sim
ilar

to
the

linear
Stark

effect.

and
hence

E
<

0,
see

F
ig.

2(b).
F
irst,

the
energy

show
s

quadratic
and

then
linear

dependence
on

the
field

strength.
T

he
Stark

shift,
in

this
case,

can
be

obtained
by

subtracting
the

energy
at

zero-field.
O

ur
prelim

inary
investigations

of
the

binding
energies

of
excitonic

com
plexes

in
a

30
nm

Q
W

at
field

20
kV

/cm
show

s
that

the
trions

can
still

exist
at

these
fields,

w
hile

the
biexciton

becom
es

unstable
already

at
fields

10−
12

kV
/cm

.
H

ence,
at

these
conditions

both
the

indirect
excitons

and
trions

(for
tem

peratures
below

1.1−
2.2

K
)

can
exist.

In
com

parison,
the

biexciton
becom

es
ionized

into
tw

o
excitons

at
the

field
E

z ≈
10

kV
/cm

w
hen

the
induced

dipole
m

om
ent

oftw
o

coupled
excitons

becom
es

suffi
ciently

large,and
the

repulsive
dipole-dipole

interaction
prevents

form
ation

of
a

bound
state.

N
ow

w
e

analyze
the

field
dependence

of
the

induced
dipole

m
om

ent,
see

F
ig.

3.
T

he
dipole

m
om

ent
can

be
obtained

directly
from

the
electron

and
hole

density
distributions

calculated
for

different
field

strengths
as

show
n

in
F
ig.

1
(the

exciton
case).

T
o

get
the

dipole
m

om
ent,

μ
=

e·
d,

w
e

use
the

expression

d
=

〈z
e 〉−

〈z
h 〉

= ∫
z
e ρ

e (z
e )d

z
e − ∫

z
h ρ

h (z
h )d

z
h ,

(8)

w
hich

is
the

difference
betw

een
the

average
positions

of
the

electron
and

the
hole

inside
the

Q
W

,
see

F
ig.

3(right
panel).

T
he

separation
d

starts
from

zero
at

E
z

=
0

kV
/cm

w
hen

the
P

D
is

com
pletely

sym
m

etric,
and

increases
m

onotonically
to

the
value

d
=

15.78
nm

at
E

z
=

20
kV

/cm
.

A
t

w
eak

fields,
E

z ≤
10

kV
/cm

,
the

dependence
is

linear,
and

it
starts

to
saturate

at
E

z ≥
20

kV
/cm

.
In

the
next

section
w

e
discuss

a
possible

realization
of

an
external

lateral
confinem

ent
for

excitons
in

the
Q

W
plane

and
show

how
the

above
results

from
quantum

sim
ulations

in
the

hom
ogenous

field
can

be
applied

to
therm

odynam
ic

sim
ulation

of
m

any-exciton
system

s
in

arbitrary
(also

inhom
ogeneous)

fields.
T

he
excitons

get
confined

in
allthree

spatialdim
ensions

and
their

density
becom

es
a

controllable
param

eter
through

the
strength

of
the

external
field. 201
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R
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T
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m
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4.
R

ealization
of

q
u
an

tu
m

S
tark

con
fi
n
em

en
t

T
o

realize
an

electrostatic
trap

potential
for

optically
created

excitons
in

a
single

Q
W

w
e

have
to

put
the

follow
ing

constraints
on

the
external

potential:

(i)
A

s
excitons

are
quasi

particles
w

ith
a

short
lifetim

e
w

e
have

to
assure

that
they

can
therm

alize
to

a
quasi-equilibrium

.
B

y
spatialseparation

ofelectrons
and

holes
in

an
electric

field
perpendicular

to
the

Q
W

plane
the

exciton
radiative

lifetim
e

can
be

extended
by

m
ore

than
three

orders
of

m
agnitude.

(ii)
In

addition
to

the
spatial

separation
of

electron
and

holes,
a

lateral
confinem

ent
for

the
excitons

arises
from

the
quantum

-confined
Stark

effect,
w

hich
depends

only
on

the
z-

com
ponent

of
the

electric
field.

T
he

size
of

the
resulting

trap
is

of
the

order
of

several
m

icrom
eters.

A
sim

ilar
trap

size
has

been
recently

realized
by

applying
deform

ation
stress

on
the

Q
W

surface
[13].

(iii)
T

he
radialcom

ponent
ofthe

field
leads

to
destabilization

ofthe
excitons

due
to

the
opposite

direction
of

the
externalforces

acting
on

the
electrons

and
holes.

H
ence

the
radialfield

has
to

be
m

inim
ized

by
a

proper
choice

of
the

geom
etry

of
the

electrostatic
contacts.

(iv)
Further

the
applicable

field
strength

is
lim

ited
as

it
should

not
result

in
ionization

of
the

excitons
by

tunneling
of

particles
out

of
the

quantum
w

ell.

T
o

produce
a

suitable
(inhom

ogeneous)
electrostatic

field
E

z
in

the
quantum

w
ell

plane
satisfying

the
above

requirem
ents,w

e
consider

a
single

tip
electrode

placed
above

the
substrate.

T
hus

the
in-plane

exciton-exciton
coupling

strength
can

be
adjusted

independently
by

the
strength

of
the

external
confinem

ent,
as

w
ell

as
by

the
exciton-exciton

repulsion
strength.

W
hile

controlling
the

tip-substrate
distance

allow
s

to
specify

the
geom

etry
of

the
quantum

Stark
confinem

ent
and

w
ith

it
the

exciton
density,

changing
the

tip
voltage

gives
direct

access
to

E
z

and
the

corresponding
exciton

dipole
m

om
ent,

see
F
ig.

3
(right

panel).
In

the
follow

ing
w

e
consider

a
single

Q
W

of
the

w
idth

L
=

30
nm

w
hich

provides
a

suffi
cient

strong
Stark

shift
(see

section
III).T

he
distance

betw
een

electrode
and

sam
ple

is
50μ

m
and

the
(non-critical)

w
idth

ofthe
bufferlayer

is
300

nm
.

D
ue

to
the

sym
m

etry,the
radialfield

E
z

below
the

electrode
is

zero
and

increases
linearly

w
ith

the
distance

from
the

trap
center,see

F
ig.4(a).
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Figure 4. a) Radial, Er, and vertical, Ez, field component below the electrode. b) Exciton
energy as a function of the exciton in-plane position (quantum Stark confinement potential),
which can be approximated as parabolic in the central region of the trap. Right Figure is an
enlargement of the dottet region in part b).

This provides an effective “evaporative” cooling mechanism, because with increased distance
from the trap center ionization is enhanced and energetic free electrons and holes leave the trap.
In contrast, according to the large tip to sample distance, the radial field in the central region
of the trap is negligible.

To avoid formation of other bound states except excitons (biexcitons and trions) the applied
field should not be less than Ez = 20 kV/cm. On the other hand stronger fields introduce
high demands on the experimental realization and lead, as mentioned above, to ionization and
tunneling out of the QW. Hence we consider, in the following, an inhomogeneous field induced by
a tip electrode, which below the electrode in the QW plane equals 20 kV/cm and causes a Stark
shift of 20 meV, see Fig. 2(b). In the relevant central region of the QW, i.e. R < 15 μm, the
effective lateral confinement of the excitons, as derived in the next section, can be approximated
by a harmonic trap, Ex = 1

2mxω2
0R

2 (where mx = me + mh = 0.41m0 is the total exciton mass
in the GaAs QW) with the frequency ω0 = 3.8 GHz, see Fig 4(b).

By changing the field strength and geometry, the laser intensity (exciton number) and
temperature, the exciton-exciton correlations can be varied in broad ranges giving rise to gas-like,
liquid-like and solid-like behavior.

5. Model of indirect excitons in the trap
At temperatures much less than the exciton binding energy, i.e. T � EB(X) ≈ 133 K, and
moderate densities, scattering states, i.e. free (unbound) electrons and holes, can be neglected.
Further, the strong electric field prevents formation of biexcitons. Due to the strong electron-hole
binding indirect excitons are formed. Hence we will now transform the Hamiltonian, Eq. (4),
into a Hamiltonian of Nx bound electron hole pairs (Ne = Nh = Nx)

Ĥ = Ĥe + Ĥh +
Ne∑
i=1

Nh∑
j=1

Veh(rei, zei, rhj , zhj) +
∑

α=e,h

Nα∑
i=1

Nα∑
j=i+1

Vαα(rαi, zαi, rαj , zαj) (9)

where from now on vectors r denote 2d vectors in the QW plane. The Hamiltonian of non-
interacting electrons (holes) reads

Ĥe(h) =
Ne(h)∑
i=1

[
− h̄2

2me(h)
∇2

re(h)i
+ V QW

e(h) (zi) + V F
e(h){Ez(ri, zi)}

]
(10)

where V QW is the QW confinement and V F is the electrostatic potential due to the electric field.
Now we want to distinguish the interaction between the electron i and the hole j bound in the
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exciton, V i=j
eh , and the electron-hole interaction of the particles i, j from two different excitons,

V i�=j
eh . We call these two types of interactions intra- and inter-exciton electron-hole correlation

terms, respectively. The general expression for all types of interactions is given by

Vαβ(rαi, zαi, rβj , zβj) =
eiej

ε
√|rαi − rβj |2 + (zαi − zβj)2

(11)

where α = e, h and β = e, h.

5.1. Lateral confinement potential for excitons
Using the results obtained for the single exciton problem from PIMC simulations (Sec. III)
allows us to obtain the quantum Stark confinement in the limit d � r̄, where r̄ is the average
exciton-exciton separation., i.e. the exciton binding energy is much stronger than all other
Coulomb interaction terms. Then the Hamiltonian (9) can be written as

Ĥ =
Nx∑
i=1

Ĥ(i)
x +

Nx∑
i=1

Nx∑
j=i+1

Uxx , (12)

with the single exciton Hamiltonian given by

Ĥ(i)
x = − h̄2

2me
∇2

rei
− h̄2

2mh
∇2

rhi
+ V ext

e (rei , zei) + V ext
h (rhi , zhi) + Veh(rei, zei, rhi, zhi) , (13)

where

V ext
e(h)(re(h)i

, ze(h)i
) = V QW

e(h) (zi) + V F
e(h){Ez(ri, zi)} (14)

is the effective external potential due to the external field and the QW. Introducing relative and
center of mass coordinates of an electron hole pair

Ri = (merei + mhrhi)/mx, ri = rei − rhi , (15)
Zi = (mezei + mhzhi)/mx, zi = zei − zhi , (16)

mx = me + mh, m−1
r = m−1

e + m−1
h , (17)

the relative coordinates {ri, zi} describe the internal exciton structure (exciton wave function)
whereas the center of mass coordinates {Ri, Zi} describe the position of the exciton in the
external potential.

Using the adiabatic approximation discussed in Sec. III we can separate the z-direction and
average the 3D Hamiltonian over the QW thickness using the PD functions of the single electron
and hole for the corresponding electric field, see Fig. 1. This reduces the problem to an effective
2D-system of dipoles moving in the QW plane. For our calculations we assume that the field is
constant over the (narrow) QW width, i.e. Ez(ri, zi) = Ez(ri). Knowing the electron and hole
probability distributions ρe, ρh for a given external field, see Fig. 4(a), we compute the effective
electron-hole separation as a function of the exciton center of mass coordinate

d(Ri) = 〈zei − zhi〉ρe(rei ,zei ),ρh(rhi
,zhi

) , (18)

as well as the average intra exciton correlation

Ueh(Ri) = 〈Veh(rei, zei, rhi, zhi)〉ρe,ρh
+

〈
− h̄2

2mr
∇2

ri

〉
ρe,ρh

(19)
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plus the effective confinement potential

U ext
x (Ri) ≈ 〈V ext

e (rei , zei)〉ρe + 〈V ext
h (rhi , zhi)〉ρh

. (20)

The total energy of the exciton depending on its position in the trap, see Fig. 4(b), is obtained
using the results for Stark shift of the exciton energy (Fig. 2) taken for the z-components of
electric field produced by the electrode, see Fig. 4(a). After separation of the relative problem
which gives rise to a single exciton Coulomb energy contribution Ueh(Ri), the single exciton
Hamiltonian becomes

Ĥ(i)
x (Ri) = − h̄2

2mx
ΔRi + U ext

x (Ri) + Ueh(Ri) . (21)

Due to the quantum confined Stark effect, the exciton total energy has a minimum below the
electrode where the Ez-field is the strongest and produces an effective almost parabolic lateral
confinement acting in plane of the QW, see Fig. 4(b).

5.2. Effective exciton-exciton interaction
As mentioned above we consider low exciton densities, that means for the considered trap on
the micrometer scale the exciton-exciton distances exceed 10 aB (we use as length unit the
effective Bohr radius aB = h̄2ε/mee

2 = 9.98 nm), i.e. rs = r̄/aB ≥ 10. Furthermore, our PIMC
calculations of the effective exciton-exciton interaction Uxx(Ri,Rj) in the low density limit show
that for exciton-exciton distances larger than 3.5 aB the classical dipole interaction is a good
approximation [14]. This means that all pair interactions in the electron hole system (except
the electron-hole interaction inside each exciton, i.e. terms Veh with i = j) can be reduced to
dipole-dipole interactions between (center of masses of) excitons

Ne∑
i=1

Nh∑
j=1,j �=i

Veh +
Ne∑
i=1

Ne∑
j=i+1

Vee +
Nh∑
i=1

Ne∑
j=i+1

Vhh ≈
Nx∑
i=1

Nx∑
j=i+1

Uxx(Ri,Rj) (22)

where Uxx(Ri,Rj) = μ(Ri)μ(Rj)/(ε|Ri − Rj |3). The dipole moment depends on the position
of the exciton relative to the trap center μ(R) = e0 · d(R) = e0 · [15.78− 3.8 · 10−9R2] nm. Here
we have neglected all quantum properties of the center of mass motion and the spin statistics
of electrons and holes. This is well justified in the low-density regime where the overlap of two
electrons (holes) is negligible.

Finally, the problem reduces to a 2D-system of Nx = N/2 classical particles in an effective
external confinement interacting via dipole-dipole repulsion with the Nx-particle Hamiltonian

H =
Nx∑
i=1

H(i)
x (Ri) +

Nx∑
i=1

Nx∑
j=i+1

μ(Ri)μ(Rj)
ε|Ri − Rj |3 (23)

which can be efficiently used in classical thermodynamic Monte Carlo simulations discussed in
the next section, where we analyze spatial configuration of Nx excitons at different temperatures
and densities.

6. Simulation results
In our simulations the control parameters are the temperature kBT and number of particles, Nx.
How many excitons can be created in the trap depends on the laser intensity and recombination
rates.
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Figure 5. Typical snapshots of thermodynamic Monte Carlo simulations for various numbers
of excitons Nx and temperatures T .

Fig. 5 shows typical particle configurations observed in our simulations. First, we find that the
size of the exciton cloud and the exciton density in the trap center increase with the number of
excitons. Second, with decreasing temperature the cold excitons become localized. The typical
size of the exciton cloud, Rmax, strongly depends on temperature. For Nx = 3000 excitons,
Rmax ≈ 10μm for T = 4 K and Rmax ≈ 3μm for temperatures around 40 mK.

Fig. 6 shows that, for T = 4K, the excitons are in the gas phase. In the fluid state (at
T = 40 mK) the excitons are localized in the trap center with the diameter D ≈ 3 μm. At T =
0.4 mK the radial distribution clearly shows a shell structure. This behavior is validated by the
temperature dependence of the classical coupling parameter Γ = 〈Uxx〉/kBT = 〈e2d2/εR3

ij〉/kBT ,
see Fig. 7. When we observe formation of shells, the coupling parameter reaches values Γ ≥ 100.
This qualitatively agrees with the well known results for a pure classical 2D Coulomb systems,
where the formation of a Wigner lattice has been found for Γcr ≈ 137.

On the other hand, if we look at the density in the trap center (see inset of Fig. 6), it
increases strongly with the exciton number, and a more accurate discription is required. Typical
parameters characterizing the “quantum” system are the Brueckner parameter, rs = r̄/aB, and
the dipole parameter, γ = r̄/d, where r̄ is the nearest neighbor distance (first peak of the pair
correlation function). Performed estimations of these parameters in the trap center give us the
following values (depending on the exciton number Nx): i) for Nx = 2 we get rs = 35 and
γ = 23; ii) for Nx = 3000 we get rs = 11 and γ = 8. These estimates show that our classical
treatment of the center of mass motion of the excitons is justified. On the other hand, with
further increase of Nx, rs will approach unity, and a full quantum treatment will be necessary.
These calculations are under way [14].
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Figure 6. Radial density distribution of Nx = 30 excitons for three temperatures. Due to
the parabolic trap the highest exciton density is reached in the trap center. Inset: trap center
density as a function of exciton number.

Figure 7. Dipole coupling parameter Γ = 〈Uxx〉/kBT as a function of exciton number for
three different temperatures. Inset: Simulation snapshots of Nx = 100 excitons. Depending on
temperature excitons are in solid, liquid or gas phase.

7. Conclusions
We have considered optically excited indirect excitons in a single QW where the electrostatic
field of a tip electrode leads to spatial separation of electrons and holes. The harmonic lateral
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confinement of the indirect excitons in the QW plane is due to the quantum confined Stark
effect and creates an exciton trap of micrometer size which is much larger than the exciton Bohr
radius. In the considered low density regime a strong dipole-dipole repulsion allows for strong
localization of the exciton wave functions.

Using Path Integral Monte Carlo we computed the PD and the energy Stark shift for different
excitonic complexes influenced by the electric field. We obtained an effective exciton lateral
confinement and the dipole moment of indirect excitons depending on the strength of the electric
field. We discussed the influence of field strength, QW width, excitation intensity (directly
related to the exciton population of the trap) and temperature. Our theoretical results allowed
us to predict the parameter range where interesting many-particle states, including exciton
crystallization, are expected to exist. With these predictions experimental realization of these
effects should be possible.
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5.3 Crystallization in Mass-Asymmetric Electron-Hole Bilayers

5.3 Crystallization in Mass-Asymmetric Electron-Hole Bilayers

We consider a mass-asymmetric electron-hole bilayer. Electron and hole Coulomb cor-
relations and electron and hole quantum effects are treated on first principles by path
integral Monte Carlo methods. For a fixed layer separation we vary the mass ratio M
of holes and electrons between 1 and 100 and analyze the structural changes in the sys-
tem. While, for the chosen density, the electrons are in a nearly homogeneous state, the
hole arrangement changes from homogeneous to localized, with increasing M which is
verified for both, mesoscopic bilayers in a parabolic trap and for a macroscopic system.

The results were published as refereed journal publication:

5.3.1 Crystallization in Mass-Asymmetric Electron-Hole Bilayers,
P. Ludwig, A. Filinov, Yu.E. Lozovik, H. Stolz, and M. Bonitz,
Contrib. Plasma Phys. 47, 335-344 (2007)
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Crystallization in mass-asymmetric electron-hole bilayers
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We consider amass-asymmetric electron and hole bilayer. Electron and hole Coulomb correlations and electron
and hole quantum effects are treated on first princles by pathintegral Monte Carlo methods. For a fixed layer
separation we vary the mass ratioM of holes and electrons between1 and 100 and analyze the structural
changes in the system. While, for the chosen density, the electrons are in a nearly homogeneous state, the hole
arrangement changes from homogeneous to localized, with increasingM which is verified for both, mesoscopic
bilayers in a parabolic trap and for a macroscopic system.

Copyright line will be provided by the publisher

1 Introduction

Strongly correlated Coulomb systems are of growing interest in many fields, including plasmas and condensed
matter, see e.g. [1] for an overview. In particular, Wigner crystal formation is one of the most prominent correla-
tion phenomena observed in ultracold ions [2], dusty plasmas [3, 4], quantum dots, e.g. [5, 6] and other confined
(non-neutral) systems. Recently crystal formation in two-component (neutral) quantum plasmas was demon-
strated by simulations [7] confirming early predictions of hole crystallization in semiconductors by Halperin and
Rice [8], Abrikosov [9] and others. Interstingly, this is essentially the same physical phenomenon as crystalliza-
tion of nuclei in White Dwarf stars [10].

A different type of two-component system, standing in between the neutral and non-neutral Coulomb systems,
are bilayer containing spatially separated positive and negative charges which are most easily to realize in semi-
conductors by means of doping (electron-hole bilayers). These systems are of high interest because the strength
of the correlations can be tuned by varying the layer separation d. The interplay of intra-layer and inter-layer
correlations in classical bilayers has been studied in detail for macroscopic, e.g. [11] and mesoscopic [12, 13]
systems. Quantum bilayers have been treated much less, see e.g. [14, 15, 16, 17] and are much poorer under-
stood. In particular, most investigations have consideredsymmetric bilayers, where the hole to electron mass ratio
M = mh/me equals one. However, the typical mass ratio in semiconductors is on the order ofM = 3 . . . 10,
and even exotic materials exist whereM reaches40 [18] or even higher values.

For this reason, in this paper we concentrate on the effect ofthe mass ratio on crystal formation in quantum
electron-hole bilayers. VaryingM from 1 to 100 at low temperature and high density, we can tune the hole
behavior from delocalized (quantum) to localized (quasi-classical) while the electrons remain delocalized all the
time. As was recently observed for bulk semiconductors [7],holes undergo a phase transition to a crystalline
state if the mass ratio exceeds a critical value ofMcr ≈ 80. Here, we extend this analysis to bilayers where
Mcr depends ond and the in-layer particle density. To reduce the complexityof the problem, here we will keep
d fixed. The complicated overlap of correlation and quantum effects of both, electrons and holes, is fully taken
care of by performing first-principle path integral simulations. We present results for two types of e-h bilayers: a
mesocsopic system ofN = 36 particles in a parabolic trap and for a macroscopic system ofthe same density.

∗ Corresponding author: e-mail:ludwig@theo-physik.uni-kiel.de, Phone: +49 (0)431 880 4732, Fax: +49 (0)431 880 4094
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4 P. Ludwig, A. Filinov, Yu.E. Lozovik, H. Stolz, and M. Bonitz: Crystallization in mass-asymmetric electron-hole bilayers

2 Model and Parameters

The physical realization of the mass asymmetric bilayers considered here can be a system of two coupled quan-
tum wells filled with electrons and holes, respectively. An additional in-plane potential can produce the lateral
confinement of the carriers leading to a system of two coupledquantum dots. Recently, we have analyzed in de-
tail a possible realization of a parabolic in-plane potential using the idea of the quantum Stark confinement [19].
An inhomogenous electric field applied perpendicular to theQW plane changes the energy of a particle in the
quantum well because the penetration of a particle inside the barrier material depends on the strength of the elec-
tric field. For example, in GaAs and ZnSe based QW one can achieve harmonic trap frequencies from1 GHz to
1 THz for typical electric field strengths of10 − 20 kV/cm.

In this paper, we approximate two coupled QWs by a model of twovertically separated 2D layers popu-
lated withNe electrons andNh holes (we consider the caseNe = Nh = N/2). The charges interact via the
Coulomb potential. The underlying Hamiltonian is well defined and is of practical importance for semiconductor
heterostructures

Ĥ = Ĥe + Ĥh +

N
∑

i=1

N
∑

j=i+1

eiej

ε
√

(ri − rj)2 + (zi − zj)2
, Ĥa =

Na
∑

i=1

(

− h̄2

2m∗
a

∇2
ri

+
m∗

a

2
ω2

ar
2
i

)

, (1)

where the electrons (e) are confined to the planez = 0 and the holes (h) to the planez = d; alsori andrj are
the in-plane 2D radius vectors describing the particle coordinates in each layer. In the following all lenghts will
be given in units of the effective Bohr radiusaB = h̄2ǫ/m∗

ee
2. For example, for GaAs and ZnSe quantum wells

this results in the length unitsaB(GaAs) = 9.98 nm andaB(ZnSe) = 3.07 nm. Energies and temperatures are
measured in Hartree units:1Ha(GaAs) = 11.47meV (133.1 K) and1Ha(ZnSe) = 53.93meV (625.8 K).

For the mesoscopic trapped system the density is controlledby the harmonic trap frequency (we usem∗
eω

2
e =

m∗
hω2

h) and is characterized by the coupling parameterλ = (e2/ǫl0)/(h̄ωe) = l0/aB with l20 = h̄/m∗
eωe. In this

case, the coupling parameter for the holes is related to the electron coupling asλh = λ(m∗
h/m∗

e)
3/4. Also for

Coulomb systems in a parabolic trap one can find the followingusefull relations. For two classical particles in
a parabolic trap their separation distancer0 in the ground state is given by:e2/ǫr0 = meω

2
er2

0/2. Now we can
define the density parameterr̃s (in analogy to the Brueckner parameterrs = 〈r〉/aB for macroscopic systems)
as follows: r̃s = r0/aB = (2e2/ǫmeω

2
e)

1/3/aB = 21/3λ4/3. We will use this formula to obtain approximate
relations between the densities in the mesoscopic and macroscopic system by relatingλ ↔ r̃s ↔ rs.

2.1 Numerical details

To solve the problem ofN interacting particles described by the Hamiltonian (1) we use the path integral Monte
Carlo (PIMC) method. The applied PIMC simulation techniquewas described in detail in Ref. [20]. The effective
interaction potentials used in the expressions for the high-temperature pair density matrices were obtained by
using the matrix squaring technique [21, 22].

One of the main obstacles that limit applicability of the PIMC method for systems of particles obeing Fermi
statistics is the so calledFermion sign problem. Without additional approximations the direct fermionic PIMC
simulations are only limited to problems where the degeneracy is not very high. This, certainly depends on the
physical situation and is related to the particle density, interaction strength and temperature. Full inclusion of
the quantum exchange effects for the number of particles considered here, i.eNe(h) ≈ 36 − 64, will not be
possible without neglecting the spin statistics and permutations in the electron and hole subsystems. However,
direct comparison of the PIMC simulations without spin [23]with the results of Ref. [25] which include spin
effects show, that the errors introduced by neglecting the spin statistics are of the order of few percents and are
completely negligible forλ ≥ 10. The considered here electron densities, i.ers ≈ 18, are sufficiently low (for
the holes the corresponding parameterr

(h)
s is even larger due to their larger mass) and the dominant effect for

the interparticle correlations (and in particular for the holes) are driven mainly by the strength of the Coulomb
interaction and not by quantum statistics effects. Also, there is no doubt that the spin will have a negligible
effect on the localized states of the holes when they form a 2Dlattice. Hence, we expect, that the solid-liquid
transition investigated in this paper will not be sensitiveto the particle spin. Nevertheless, the question about the
true ground state of the electron liquid (i.e. spin polarized or unpolarized), just after the solid-liquid transition is
currently under active discussion [26] and requires further investigation.

Copyright line will be provided by the publisher
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In the simulations presented below we assume that the electrons and holes can reach thermal equilibrium and
are cooled down by using, e.g.3He/4He dilution refrigeration to a temperature ofkBT = 1/3000 Ha. For
ZnSe (GaAs) this corresponds to an absolute value ofT = 208.6(44.37) mK. At these low temperatures thermal
fluctuations are negligible and the system is practically inthe ground state.

In the PIMC representation of the density matrix applied in our simulations [20], we have used256 (in some
cases 128) beads (high temperature factors). This was sufficient to reache convergence for the full energy better
than1% and an even better accuracy for the pair distribution functions. The use of such a moderate number
of beads was only possible by using pre-computed tables of the pair density matrices for all types of Coulomb
interactions, i.e. for the intra-layer and inter-layer interaction terms in the hamiltonian (1), and for the external
parabolic confinement for both electrons and holes. To reduce the enormous computational effort for a simulation
of fermions, here we used Boltzmann statistics for both electrons and holes, and the spin effects are omitted. For
reasons discussed above we expect that this will not influence the results of this paper significantly.

Both layers are treated as pure 2D layers of zero thickness. Considering that the thickness of real physical
QWs is of the order of few Bohr radii, this approximation seems to be reasonable for the range of densities
considered here, i.e.rs = 〈r〉/aB ≥ 10, and an inter-layer distance ofd = 20aB. [The case whend and
〈r〉 become comparable to the well width would require essentially more computationally costly 3D simulations
and inclusion additional terms related to the QW potential in the hamiltonian (1)]. For quite narrow QWs with a
thickness of about1aB and less, the addiabatic approximation can be succesfully used with the 2D hamiltonian (1)
with slightly changed interaction terms (see Ref. [27]).

For the chosen inter-layer distance,d = 20aB, our system represents essentiall a 3D structure, as the intra-
layer and inter-layer correlations are on the same length and energy scales. For small ratiosd/rs ≪ 1 the
system approaches the single layer limit, whereas ford/rs ≫ 1, it behaves like two uncoupled layers. Also, for
d = 20aB we can completely neglect the inter-layer tunneling, and the life time of electrons and holes can reach
a few microseconds which is much larger than their equilibration time.

The mass ratio of the electrons and holes is varied in the range of1 ≤ m∗
h/m∗

e ≤ 100 which covers practically
all semiconductor materials. In our simulations we have found that the initial equilibration time needed to bring
the system from an initial randomly chosen configuration to the thermodynamic one, depends on the electron-
hole mass ratio and the strength of the external confinement.Usually we skip the first10 000−100 000 MC-steps
and only then start to accumulate thermodynamic averages.

2.2 Calculated quantities

2.2.1 Pair and radial distribution functions

The physically relevant quantities to investigate a phase transition are theradial, n(r), andpair distribution
function, g(r). Both functions are a good probe of the short and long-range order in the system and yield
information on the importance of correlation effects. In Statistical Mechanics these quantities are given by the
expressions

gab(r) =
1

NaNb

Na
∑

i=1

Nb
∑

j=1

〈δ(|rij | − r)〉, na(b)(r) =
1

Na(b)

Na(b)
∑

i=1

〈δ(|ri| − r0)〉, (2)

wherea and b are two particle species,r0 is the reference point for the radial density (e.g the centerof the
parabolic potential as used here), and〈. . .〉 denotes the thermodynamic average. In the PIMC approach the
averaging is performed with theN−particle density matrix, i.e

〈. . .〉 =
1

Z

∫ ∫

dr1dr2 . . . drN (. . .) ρ(r1, r2, . . . , rN ; β). (3)

After the high-temperature decomposition this integral includes also additional integrations over the particle
coordinates on the intermediate “time-slices” and, as a result, the particle images on each time slice also contribute
to the distribution function which significantly improves the convergence of the simulations.
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2.2.2 Lindemann parameter

One of the criteria to investigate structural phase transitions (e.g., solid-liquid phase transition) was proposed
by Lindemann [28], who used vibration of atoms in the crystalto explain the melting transition. The average
amplitude of thermal vibrations increases with temperature of the solid. At some point the amplitude of the
vibrations becomes so large that the atoms start to occupy the space of their nearest neighbors and disturb them,
and the melting process is initiated. According to Lindemann, the melting might be expected when the root mean
vibration amplitude

√

〈δu2〉/a2 exceeds a certain threshold value (〈δu2〉 is the particle fluctuation from a lattice
site,a = 1/

√
πn, n is the density). Namely, when the amplitude reaches at least10% of the nearest neighbor

distance, this quantity exhibits a rapid growth when the temperature becomes close to the melting temperature
of the solid phase. While for 3D systems this criterion can besuccessfully used, in 2D this quantity shows a
logarithmic divergence,ln(L/a), with the increase of the system sizeL. Instead, to indicate the phase transiton
from a liquid to a crystal, in 2D, one should apply the modifiedLindemann criterion and use the relative distance
fluctuations [29]

uab
r =

1

NaNb

Na
∑

i=1

Nb
∑

j=1

√

〈

r2
ij

〉

〈rij〉2
− 1, (4)

whererij is the distance between the particlesi andj. To reduce the effect of particle diffusion through the
cluster (in a finite system) or through the simulation cell (for a macroscopic system), which leads to very slow
convergence with the increase of the system size, in the calculation of (4) we have performed partial averaging
over1 000 MC-steps (one block). After the current block has been completed we proceed to a new one and the
MC averaging was repeated for the next1 000 MC-steps. The difference in the fluctuations measured from block
to block can characterize the ordering in the system and is more effective for large systems.

2.2.3 Nature of the phase transition in 2D systems

Strictly speaking, in classical macroscopic 2D systems atT 6= 0 a true crystal state does not exist. The absence of
off-diagonal long range order in the system manifests itself in the existance of two disordered phases characterized
by different asymptotic behavours of the pair correlation functiong(r, r′). The system undergoes a transition at
a finite temperatureTKT (Kosterlitz-Thouless transition) when the asymptotesg(r, r′)||r−r

′|→∞ changes from

g(r, r′) ≈ exp(−|r− r
′|/ξ(T ))

|r − r
′|α(T )

(T ≥ TKT ) to g(r, r′) ≈ 1

|r − r
′|α′(T )

(T < TKT ). (5)

The important question of the relevence of the standard Kosterlitz-Thouless theory also for 2Dquantum systems
has been disscussed in Ref. [32] for the two-dimensional XY model. A generalization for Coulomb systems is
subject of ongoing work [33]. Concerning the interpretation of the results of the present publication we indeed
find a abrupt transition in the decay of the maxima and mimima of g(r, r′) (see the discussion below) which can
be approximated by the asymptotes in Eq. (5).

3 Numerical results: Mesoscopic system

In the following we consider a bilayer system populated witha mesoscopic number ofNe = Nh = 36 electrons
and holes. The results of our simulations are presented in Figs. 2-3. In our simulations two different densities are
analyzed, given byλ = 5 andλ = 10.5 which corresponds to the first maxima of the pair distribution function
gmax

hh = 8.7 andgmax
hh = 19, respectively. These densities are chosen such that, at thegiven temperature, hole

crystallization is expected to occure, at least for large mass ratiosM = mh/me. If the density is chosen too low,
the Coulomb coupling would to weak for crystallization. On the other hand, if the density is too high, the crystal
vanishes due to quantum melting. At the chosen densities theelectrons are always in the quantum liquid-like
state, while the state of the holes can be changed by varyingM .

At the chosen densities the total cluster radius isRλ=5 = 70aB (Rλ=10.5 = 150aB). That means that the
average densities (in a single layer) are for GaAsnλ=5 = 9.4 · 109/cm2 andnλ=10.5 = 2.0 · 109/cm2, and for
ZnSenλ=5 = 9.9 · 1010/cm2 andnλ=10.5 = 2.2 · 1010/cm2. These values are for the electrons, for the holes the
radius slightly decreases whenM is increased.

Copyright line will be provided by the publisher
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Fig. 1 (Color online) Path integral Monte Carlo configuration of holes (blue points) and electrons (red dots) in a bilayer
system with distanced = 20aB , temperatureT = Ha/3000 and different mass ratios:M = 5 (left column),M = 20

(center) andM = 100 (right). Each particle is represented by256 dots (path integral) which, for the electrons, are mutually
penetrating.First two rows: 36 electrons and holes in a harmonic trap with coupling strengths λ = 5 (upper panel) and
λ = 10.5 (second panel). Shown is a typical snapshot (without statistical averaging). Note the different axis scales in the
two panels.Row 3: Simulation snapshots of a macroscopic bilayer (Ne = Nh = 64 electrons and holes in the simulation
cell with periodic boundary conditions, the borders mark the simulation cell. Each particle is shown only once). The density
matches the one in the confined system of the second row. Thereare structural defects as the triangular lettice is not uniform.

Consider first Fig. 1 which gives an overview on the observed behavior for the two densities (first two rows)
when the mass ratio is varied in the range from1 to 100. The first observation is that, in all cases, the electrons
are distributed almost continuously, whereas the holes become localized whenM exceeds 20 (5) atλ = 5 (10.5).
Due to the rotational symmetry of the trap, the holes are arranged in concentric shells.

The main difference between the mesoscopic system with a parabolic inplane confinement and an infinite
system are well-known finite size effects, see e.g. [34] which are related to the rotational symmetry instead of
translational symmetry. Further, even when averaged over the modulation caused by the shells the density is not
constant over the entire system, cf. left part of Fig. 2. The average density is highest in the center and decreases
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Fig. 2 (Color online) Hole radial distribution (left fig.) and hole-hole pair distribution (right) forλ = 5 and five mass ratios
(see inset) for a mesoscopic confined bilayer withNe = Nh = 36.

towards the cluster surface. Fig. 2 also clearly shows the effect of the mass ratio. With increasingM the hole-
hole correlations increase leading to increased hole localiczation [5, 6]. This is accompanied by a pronounced
modulation of the radial densityn(R) and the pair distribution (PDF)ghh, see Fig. 2. The reduction of the zero
point fluctuation with increase of the particle massM leads to a hole localization and crystal formation. It is
found that the shell radii in the radial density profilen(R) in Fig. 2, as well as the peak positons in the hole-
hole pair correlation functionghh of the mesoscopic cluster (λ = 5) are independent from mass ratioM . For
M = 100 we find that the holes are arranged in3 shells populated with16, 12, 7 and a single particle in the
center, see Fig. 1.

Fig. 2 shows, that by changing the mass ratio from1 to 100 the holes exhibit a transiton form a delocalized
quantum state with wave function overlap to a highly orderedquasi classical state, while the electrons stay in
a quantum fluid state and their correlations change only little with M for the present parameters. We note that
the classical Coulomb coupling parameter forM = 100 is Γλ=5 = 〈Ucorr〉/〈Ukin〉 = 345 andΓλ=10.5 = 158,
which is beyond the critical value for the macroscopic (OCP)crystallizationΓcrit = 137.

Let us now consider the response of the electrons to the formation of the hole crystal. While the electron
density is almost structurelss, some details can be seen in the electron-hole PDF, Fig. 3. This function has a
distinct peak at zero (in-plane) distance showing the electrons and hole are pairwise vertically aligned for all
values ofM . Also, the next peaks of the e-e PDF are aligned with those ofghh. The small shift in the peaks of
the two functions is due to the normalization. In order to compare the details of the cluster arrangements with
the macroscopic system below, in Fig. 3 we have dividedghh andgeh by the corresponding functions sorM = 1
where they are structureless. This allows to largely eliminate the effect of the trap (but slightly shifts the extrema).

4 Numerical results: Macroscopic system

To understand the relevance of our above mesoscopic resultsfor larger systems contaning hundreds or thousands
of particles we performed additional simulations for a macroscopic e-h bilayer without confinement potential. We
have consideredNe = Nh = 64 electrons and holes in a simulation cell of the size{Lx × Ly} = {76.185aB ×
65.978aB} with periodic boundary conditions (PBC). This correspondsto a density parameterrs ≈ 10 (average
particle distance in units of the electron Bohr radius). This density was chosen to be comparable to the average
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Fig. 3 Hole-hole (upper fig.) and electron-hole (lower fig.) pair distribution functions for themesoscopic bilayer with
Ne = Nh = 36 andλ = 10.5 for four values ofM (see inset). The curves are normalized to the correspondingPDF for
the caseM = 1 to eliminate the influence of the decay of the average densityin the trapped system, cf. Fig. 2. Note that
electrons and holes are always pairwise aligned vertically. The plot includes distances up to two times the radius whichcauses
the increase of the PDF for large distances.

density in the finite system (see Sec. 3) for the case of coupling parameterλ = 10.5. The mass ratioM was
varied between1 and100, the temperature was fixed tokT = 1/3000Ha. The number of particles and the
dimensions of the cell, i.eLy =

√
3Lx/2, were choosen to best fit the symmetry of a triangular lattice. which is

expected to be formed by the holes. We note that finite size effects are of the order of few percents, a systematic
analysis with larger particle numbers is beyond the scope ofthis paper.

Let us now consider the results for the macroscopic bilayer.Three typical shapshots forM = 5, 20, 100
are shown in the lower row of Fig. 1. As in the mesoscopic system, for all cases the electrons are completely
delocalized. In contrast, the hole localization increasesfrom M = 5 to M = 100. Also, we confirm that the
density of the mesoscopic system (second row) is well matched: the average distance between two holes as well
as their extension (given by the size of the blue dots) is veryclose to the trapped case.

Consider now the pair distributions. In Fig. 4 (upper fig.) weshow the hole-hole PDF for different mass ratios
1 ≤ M ≤ 20. Since the particle number and box size is fixed, the average particle density stays constant and
the position of the first peak of the PDF are practically independent ofM . However, the general behavior of the
PDF changes drastically. ForM ≥ 4 we observe clear oscillations typical for the solid phase. Even the third and
fourth peaks are well resolved (the scale exceeds half of oursimulation box). These oscillations become rapidly
damped by changingM to 3 and below, here the PDF show liquid-like features. The thirdpeak is now strongly
suppressed. This transition can be quantified by computing the ratio of the (magnitude of the) first minimum to
the first maximum which isγ1 = 0.48, for M = 4, andγ1 = 0.65, for M = 3. Similarly, for the third peak this
ratio becomesγ3 = 0.76 andγ3 = 0.96, respectively. The ratioγ1 is frequently used as an empirical criterion for
the solid-liquid transition in classical systems; in a one-component 3D system the critical value is known to be
γ∗
1 ≈ 1/3. If a universal values exists also in the present two-component 2D quantum system where the transition

is expected to be of the Kosterlitz-Thouless type is an interesting question which deserves further analysis.
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Fig. 4 Hole-hole (upper fig.) and electron-hole (lower fig.) pair distribution functions for themacroscopic bilayer with
Ne = Nh = 64 (with periodic boundary conditions) for the mass ratiosM = 1, 3, 4, 5, 10, 20 (the maxima increase with
increasingM ). Note the alternating location of maxima and minima ofghh andgeh.

Let us now compare the pair distributions with those in the mesoscpic system at the same density (λ = 10.5),
Figs. 4 and 3. Interestingly, we find that the first peaks ofghh have approximately the same height, and also
the peak positons are very close, see upper parts of the two figures. Further we observe that the minima ofghh

are significantly deeper in the macroscopic case. This is explained by intershell rotations which occur in the
mesoscopic system [5] and wash out the correlations. The present results are at temperatures above the freezout
of these rotations.

Consider now the relative importance of the inter-layer correlations for the stability of the hole crystal. To this
end, we have plotted the e-h PDF in Fig. 4 (lower fig.). For the symmetric case,M = 1, and also forM = 3 we
observe similar behavior: the highest probability has the configuration where the electrons reside (in their own
layer) just below the holes, as was observed in the mesoscopic system, lower part of Fig. 3. Obviously, the height
of this peak is small, the modulation depth is around2% because of the high electron degeneracy (delocalization).
This means that these peaks cannot be associated with bound states (indirect excitons) since the electron density is
well above the Mott densitynMott for this system where excitons break up because the repulsion of two excitons
exceeds the electron-hole binding. Note thatnMott depends on the layer separationd which governs the binding
energy and the typical sizeax

B of an indirect exciton which is of the order ofd. Hence, for the present parameters,
d/aB = 20 andrs ≈ 10, the in-plane exciton size exceeds the separation of two neighboring electrons which
causes exciton ionization. On the other hand, reducingd below 10, excitons become stable (for temperatures
below the exciton binding energy) which is confirmed by our PIMC simulations.

For larger mass ratios,M ≥ 4, a completely different behavior ofgeh emerges. From our analysis of the
hole-hole correlations we know that the holes are now in an “ordered state” (or, in the terms of the Kosterlitz-
Thouless theory, in a “less disordered state” with a power-low decay of off-diagonal long-range order). Now,
there is no maximum ofgeh at zero distance, and the function exhibits oscillations. The explanation is that
the electron density is modulated due to the presence of the hole crystal with maxima located in between the
holes. While the amplitude of the oscillations is small, (about 1% modulation depth) they are clearly visible
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Fig. 5 (Color online) Left Fig.: Relative distance fluctuations ofthe holes,uhh

r , (Eq. 4), as a function of the mass ratioM
for a macroscopic (black solid line) and mesoscopic bilayersystem for two densities (see inset). Right Fig.: Decay of the
amplitude of the maxima and minima of the hole correlations (|ghh − 1|) in the macroscopic system, cf. Fig. 4, for the seven
mass ratios – from bottom to top:M = 1, 2, 3, 4, 5, 10, 20. Note the change from an exponential (forM ≤ 3) to a power law
decay (forM ≥ 4) which signals the Kosterlitz-Thouless transition.

and become systematically more pronounced whenM increases, see Fig. 4 (lower part). We, therefore, expect
that appearance (disappearance) of these oscillations ofgeh is an additional indicator of a phase transition in the
present asymmetric bilayer system.

Finally, as another quantity sensitive to phase transitions, we consider the relative distance fluctuationsuhh
r

of the holes, Eq. 4, as a function ofM , Fig. 5 (right part). This quantity exhibits a rapid drop betweenM = 3
andM = 4 which is related to a localization transition. We can translate from the critical mass ratio (which is
expected to be between three and four) to the hole density parameterr(h)

s , usingr
(h)
s = r

(e)
s mh/me, and the

position of the first peak of the hole-hole PDF atr
(e)
s ≈ 10. As a result, we obtain that the phase transition in

the hole layer occurs at a critical density in the range30 < r
∗(h)
s < 40. This result is close to the valuer∗s ≈ 37

known as the critical density of solid-liquid transition inthe one-component quantum 2D system atT = 0 [24].
Compared to this value, in our bilayer system, we observe indications of stabilization of the “ordered state” of
the holes due to presence of the electron layer.

We note that, at smaller values ofd (e.g. d = 5aB andd = 10aB) no hole crystal is found. Instead we
observe formation of indirect excitons which form a solid phase of composite particles. At the same time, the
interparticle interaction changes from Coulomb to dipole-like which reduces the value of the classical coupling
parameter toΓ = e2d2

〈r〉3 /kBT . Similar tendencies have also been also in simulations ofsymmetric classical and
quantum e-h-bilayers [11, 14].

5 Discussion

Analyzing the peak height (amplitude) of theghh in the macroscopic system (Fig. 4) in dependence on the peak
positonrhh we can deduce to the correlation decay law and compare to the asymptotics (5). In the disordered
phase of small mass ratiosM = 1...3 we find an exponential correlation decay ofghh, see right part of Fig. 5.
From mass ratioM = 1 to M = 3 disordering is lowered and the correlation length increases fromξ = 6.5 to
ξ = 13. Increasing the mass ratio above the critical mass ratio, i.e. M ≥ 4, we find a topological transition to the
Kosterlitz-Thouless phase with power law correlation fall-off.

We may now obtain a critical mass ratio at which quantum melting of the hole crystal takes place. Using as a
criterion a critical value ofur = 0.15 of the relative hole-hole distance fluctuations we obtainMcrit(λ = 5) ≈ 5
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andMcrit(λ = 10.5) ≈ 2.8, in the mesoscopic system, andMcrit(rs = 10) ≈ 3.1, in the macroscopic system
(recall that it corresponds toλ ≈ 10.5). Obviously, the absolute numbers are somewhat arbitrary,but the allow
for an analysis of the dominant trends. i)Mcrit depends on density. It decreases when the coupling strengthλ
increases in agreement with earlier observations for smalle-h clusters [23]. ii), there is good agreement between
the critical mass ratios of the mesoscopic and the macroscopic system (within10%). iii) the critical values are
much smaller than the value ofMcrit ≈ 80 in a 3D bulk system [7] which underlines the remarkable additional
control of physical behaviors existing in a bilayer system by a variation of the layer separationd. It is expected
that further reduction ofd will allow to further reduceMcrit and to increase the maximum density of the hole
crystal to values belowr(h)

s = 20 [15].
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5.4 On the Coulomb-Dipole Transition in Mesoscopic
Electron-Hole Bilayers

We study the Coulomb-to-dipole transition which occurs when the separation d of an
electron-hole bilayer system is varied with respect to the characteristic in-layer distances.
An analysis of the classical ground state configurations for harmonically confined clusters
with N ≤ 30 electron-hole pairs reveals that the energetically most favorable state can
differ from that of two-dimensional pure dipole or Coulomb systems. Performing a
normal mode analysis for the N = 19 cluster it is found that the lowest mode frequencies
exhibit drastic changes when d is varied. Furthermore, we present quantum-mechanical
ground states for N = 6, 10 and 12 spin-polarized electrons and holes. We compute the
single-particle energies and orbitals in self-consistent Hartree-Fock approximation over
a broad range of layer separations and coupling strengths between the limits of the ideal
Fermi gas and the Wigner crystal.

The results were published as refereed journal publication:

5.4.1 On the Coulomb-Dipole Transition in Mesoscopic Electron-Hole
Bilayers, P. Ludwig, K. Balzer, A. Filinov, H. Stolz, and M. Bonitz,
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1. Introduction

Self-organized structure formation, in particular Coulomb crystallization [1], is among the
most exciting cooperative phenomena in the field of charged many-particle systems. In the
case of finite, parabolically confined systems, extensive experimental and theoretical work
on various types of two- and three-dimensional (2D and 3D) systems has revealed that
in the strong coupling limit charged particles can arrange themselves in a highly ordered
crystalline state with a nested shell structure. Examples are ions in Paul and Penning
traps [2, 3], dusty plasmas [4]–[11] and electrons in quantum dots and wells [12]–[18].
For these so-called ‘artificial atoms’, Mendeleev-type periodic tables were found including
characteristic occupation numbers, shell closures and unusually stable magic configurations.
For a recent overview see [1]. Recently, there has been growing interest in 2D dipolar
macroscopic systems [19]–[24] as well as finite size dipolar (quantum) clusters in small-scale
confinement potentials [25]–[32]. While in particular the ground state and dynamical properties
of 2D mesoscopic pure Coulomb and pure dipole interacting particle ensembles in parabolic
confinement potentials are well understood, the behaviour of real 3D electron–hole double layer
systems, where the dipole approximation is not valid, is still poorly investigated. This is despite
the fact that the additional degree of freedom, i.e. the layer separation d, is expected to allow
for a variety of interesting new effects which are due to the possibility of tuning the effective
in-layer interaction potential.

The results presented in this paper are applicable to semiconductor heterostructures and
coupled quantum dots as well as to molecular systems, where the dipole moment of the charge
carriers and thus the interaction strength is tunable, e.g. [32, 33]4. For a consistent formulation,

4 Another natural source of confinement arises in low-dimensional semiconductor structures from defects and
well width fluctuations. This leads to local potential minima for the charge carriers causing localization of free and
bound charges (excitons, biexcitons and trions), e.g. [34]–[36].
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we concentrate on the problem of two vertically coupled symmetric layers containing
parabolically confined, spin-polarized electrons and holes of identical particle number Ne =

Nh = N and effective masses m∗

e = m∗

h = m∗, respectively. The underlying Hamiltonian is

Ĥ = Ĥe + Ĥh − Ĥe−h, (1)

with the intra- and interlayer contributions

Ĥe(h) =

Ne(h)∑
i=1

−
h̄2

2 m∗

e(h)

∇
2
ri

+
m∗

e(h)

2
ω2

0r2
i +

Ne(h)∑
j=i+1

e2

4πε
√
(ri − r j)2

 , (2)

Ĥe−h =

Ne∑
i=1

Nh∑
j=1

e2

4πε
√
(ri − r j)2 + d2

, (3)

where the electrons (e) and holes (h) are confined to planes of zero thickness which are at a
distance d apart. The 2D vectors ri( j) are the in-plane projections of the particle coordinates,
e the elementary charge and ε the static permittivity. The strength of the confinement is
controllable by the trap frequency ω0.

The most fascinating property of this system is that the effective in-layer particle interaction
changes with the interlayer separation d: from Coulomb interaction at large d, where both layers
are decoupled, to dipole interaction at small d → 0, where the attractive interlayer interaction
leads at low temperature to vertical electron–hole coupling and formation of vertically aligned
dipoles—excitons. On the other hand, at intermediate values of d, when the repulsive intra-
and attractive interlayer interaction energies according to equations (2) and (3) are comparable,
the system shows a real 3D behaviour. In [28], it was reported that, as a consequence of the
Coulomb–dipole transition, the considered system can exhibit structural changes of its ground
state shell configuration when d is varied.

In section 2, we extend these results and present a systematic study of the classical ground
states, varying d for mesoscopic clusters with N 6 30 particles in each layer. Further, we extract
the fundamental dynamical features in the case of weak excitation by solving the dynamical
(Hessian) matrix for the ground state configurations found in section 2. Doing this, in section 3,
we discuss the d-dependence of the collective N -particle modes for the N = 19 cluster. Here, we
highlight the close relationship between structural and collective dynamical cluster properties
as rotation of shells and vortices. In section 4, we extend the analysis to fermionic e–h quantum
bilayers utilizing a self-consistent Hartree–Fock (SCHF) ansatz. In particular, Coulomb-to-
dipole transition-induced (critical) quantum phenomena are presented for the clusters with
N = 6, 10 and 12 electrons and holes. The results include the N -particle densities and the single-
particle spectrum and orbitals as functions of coupling strength λ and layer separation d .

2. Classical ground state transitions

The classical ground state corresponding to the equations (1)–(3) is described by the
Hamiltonian H = He + Hh − He–h without the kinetic energy, i.e.

He(h) =

N∑
i=1

r2
i +

N∑
i< j

1√
(ri − r j)2

, He−h =

Ne∑
i=1

Nh∑
j=1

1√
(ri − r j)2 + d2

. (4)
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This dimensionless form is obtained by applying the transformation rules {r → r/r0, E →

E/E0, d → d/r0} with the characteristic length r0 = (e2/2πεmω2
0)

1/3 and energy E0 =

(mω2
0e4/32π 2ε2)1/3. Note that model (4) contains no explicit dependence on the trap frequency

ω0. The considered classical model system in its ground state is completely defined by only two
parameters: the particle number N and the layer separation d, which also influences the in-layer
density.

At low temperatures, it is found that the electrons and holes arrange themselves pairwise
on nested concentric rings with characteristic occupation numbers (N1, N2, . . .), where Ni

denotes the number of electrons (holes) on the i th ring starting from the centre. The
ground state configuration is the energetically lowest of all possible stable states, whose
number rapidly increases with N , and all these have to be found and checked. This task is
complicated, since many of the different stable states are energetically close, requiring high-
accuracy computations. A systematic search for the global minimum-energy structure in the
4N -dimensional configuration space was performed by means of an optimized molecular
dynamics annealing technique utilizing an adaptive step size control [8, 28]. For each value
of N and d, the annealing process was repeated for a large (N - and d-dependent) number of
times. This slow (long) annealing process ensures that the lowest-energy state is found with high
probability. The critical points of structural transitions dcr were identified as crossing points of
the energies of the lowest-energy states as functions of layer separation d.

Extending the analysis of [28], we obtained a periodic table for the particle numbers
N 6 30 including all structural transitions occurring when d is changed, see table 1. In the
limits of pure dipole and Coulomb interaction our results are in full agreement with those
of [25] and [12, 16], respectively5. Analysing the clusters N 6 18, only transitions for N = 10
and 12 reported in [28] are found. Due to the much larger configurational space, and thus
accordingly higher number of low-energy metastable states, for the clusters N = 19, . . . , 30
in total 6 particle numbers reveal Coulomb–dipole transitions: N = 19, 21, 23, 26, 29 and 30.
In particular, two transition types are identified:

(A) While for the majority of the investigated clusters the ground state shell configuration of
the single layer Coulomb and dipole case are identical, for N = 10, 21, 23, 26 and 29
this is not the case. When changing from a long-range Coulomb to a short-range dipole
interaction a higher particle number on the inner shell becomes favourable. A similar trend
is also known from 2D [5, 6] and 3D [9, 10] Yukawa-clusters when the screening strength
is increased6.

(B) A second type of transition is found for N = 12, 19 and 30 that cannot be concluded from
different shell occupations in both limits of d: at large values of d again a transition
of type (A) takes place, which increases (decreases) the particle number on the inner
(outer) shell when d is reduced. But interestingly, at small values of d a second kind of
transition to a six-fold-coordinated, commensurate particle configuration is found allowing
for an energetically more favourable closed packing of the composite dipoles. Such
symmetry-induced re-entrant configuration changes are only observed in cases where
highly symmetric, ‘magic’ configurations with a bulk-like triangular structure are involved.

5 In [12], the ground state for N = 29 was erroneously given as (5, 10, 14). This was corrected in [16].
6 The effect is due to the radial balance of total internal F int and external Fext forces on each particle. In contrast
to Coulomb, short-range (dipole or Yukawa) forces do contribute to Fext which requires a higher density towards
the centre to stabilize the cluster matching F int

= Fext. For details see [10].
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Table 1. Ground state shell structures for 2D Coulomb, bilayer and dipole
clusters of N particles in a parabolic confinement. The arrows indicate the
direction of the ground state transition from large to small values of d . Magic
(commensurate) shell configurations are underlined. For N 6 5, only a single
shell is populated for all values of d. For all configurational transitions, the
critical layer separation dcr as well as the corresponding total energy per
composite dipole Ecr/N is given. Note that the binding energy 1/d which
ensures the exact vertical alignment of the electron–hole pairs is excluded from
the energy values as it is independent of the cluster configuration.

N Coulomb Bilayer dcr Ecr/N Dipole

5 5 No transition 5
6 (1,5) No transition (1,5)
7 (1,6) No transition (1,6)
8 (1,7) No transition (1,7)
9 (2,7) No transition (2,7)
10 (2,8) (2,8)→ (3,7) 1.0116 3.9167 (3,7)
11 (3,8) No transition (3,8)
12 (3,9) (3,9)→ (4,8) 0.9528 4.3463 (3,9)

(4,8)→ (3,9) 0.3253 2.1293
13 (4,9) No transition (4,9)
14 (4,10) No transition (4,10)
15 (5,10) No transition (5,10)
16 (1,5,10) No transition (1,5,10)
17 (1,6,10) No transition (1,6,10)
18 (1,6,11) No transition (1,6,11)
19 (1,6,12) (1,6,12)→ (1,7,11) 2.182 9.1882 (1,6,12)

(1,7,11)→ (1,6,12) 0.417 3.5697
20 (1,7,12) No transition (1,7,12)
21 (1,7,13) (1,7,13)→ (2,7,12) 3.429 11.6283 (2,7,12)
22 (2,8,12) No transition (2,8,12)
23 (2,8,13) (2,8,13) → (3,8,12) 2.436 10.9959 (3,8,12)
24 (3,8,13) No transition (3,8,13)
25 (3,9,13) No transition (3,9,13)
26 (3,9,14) (3,9,14)→ (4,9,13) 2.173 11.4266 (4,9,13)
27 (4,9,14) No transition (4,9,14)
28 (4,10,14) No transition (4,10,14)
29 (4,10,15) (4,10,15)→ (5,10,14) 2.142 12.2357 (5,10,14)
30 (5,10,15) (5,10,15)→ (1,5,10,14) 0.616 6.3934 (5,10,15)

(1,5,10,14)→ (5,10,15) 0.243 3.3410

These findings coincide with those for single layer statically screened Coulomb systems. Here a
change from the long-range Coulomb towards a short-range Yukawa potential by variation of the
screening length leads to analogue ground state transitions for the particle numbers N = 10, 12,
19 and N = 21, 23, 26, 29 as reported in [5] and [6], respectively. Further, a comparison of the
ground and metastable states of the single layer Coulomb system (cf table 1 in [16] for N 6 30)
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shows that if and only if an energetically close metastable configuration with higher centre
particle number than in the ground state exists, in fact, a transition of type (A) in the
corresponding bilayer system is found. This underlines the Coulomb-to-dipole transition-
induced density change effecting configurational transitions of type (A). In contrast, transitions
of type (B) are geometry-induced supporting an equally distant, closed packed particle
arrangement.

Among all transitions, the most interesting are those of type (B). As an example, we
study the N = 19 cluster. Here, between d = 0.417 and 2.182, the ‘magic’ configuration
(1,6,12) is replaced by the configuration (1,7,11) which possesses a much lower orientational
order [37]. Therefore, it is interesting to analyse the normal modes of this cluster and their
dependence on d .

3. Collective N-particle modes

Starting from the ground state configurations given in section 2, we are interested in the
collective excitation behaviour in dependence on d . Here, we will focus on the cluster with
N = 19 where, upon changing d, finite size effects are expected to play a key role as the ground
state structure changes between the hexagonally ordered (1,6,12) configuration and the (1,7,11)
circular ring structure as discussed in section 2.

To derive the dynamical properties in the limit of weak excitations, we perform a normal
mode analysis [27], [37]–[39]. For small particle displacements u(t)= r(t)− R around their
ground state position R, expansion of the potential energy U , equation (1), around R leads to

U (r)= U0 +
2N∑
i

∂U

∂ri

∣∣∣∣
R︸ ︷︷ ︸

= 0

ui +
1

2

2N∑
i, j

∂2U

∂ri∂r j

∣∣∣∣
R︸ ︷︷ ︸

=:Hi j

ui u j + · · · , (5)

where U0 is the minimum potential energy and r = (x1, y1, x2, y2, . . .) comprises the in-plane
coordinates of all particles. In the stationary states, the linear (force) term vanishes and the
second-order partial derivatives provide the elements Hi j of the 2 × 2N Hessian matrix. In the
frame of the harmonic approximation, the resulting cluster dynamics is given as a superposition
of these collective (normal) modes statistically weighted according to the eigenvalues of H
which are proportional to the squared mode oscillation frequencies ω2

i . In the following, these
eigenfrequencies will be given in units of ω0/

√
2.

3.1. Classification of normal modes

As a result of the eigenmode computation, we obtain for each stable configuration of the N = 19
cluster a complete set of 76 eigenvalues and eigenvectors. A selection of characteristic and
energetically low-lying eigenvectors for d = dcr = 2.182, i.e. intermediate between Coulomb
and dipole regime, is given in figure 1. As shown in [27], in dipolar bilayer systems the total
number of modes can be divided in two types which will be distinguished by the following
nomenclature:

(+) labels modes with in-phase collective particle motion in both layers, see figures 1(a),
(d), (e), (h)–(o), and
(−) labels modes with anti-phase motion of both layers, see figures 1(b), (c), (f) and (g).
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Selected normal modes of the (1,7,11) configuration

Selected normal modes of the (1,6,12) configuration

(a) ω2
SR+

< 5 · 10−8 (b) ω2
LR−= 2.2 · 10−4 (c) ω2SR−= 0.0048 (d) ω2

V 2+
= 0.4519 (e) ω2

V 2+
= 0.4520

(f) ω2
V 2−= 0.4548 (g) ω2

V 2− = 0.4549 (h) ω2
V 4+= 0.9067 (i) ω2

S+
= 2.000 (j) ω2

B+
= 6.8703

(k) ω2
V 2+ = 0.5866 (l) ω2

SR+
= 0.6507 (m) ω2

V 4+ = 1.3819 (n) ω2
SW+= 1.9842 (o) ω2

B+
= 6.8704

Figure 1. Top view of the eigenvectors of selected characteristic and low-
energetic normal modes for the N = 19 cluster at d = dcr = 2.182 (ordered
by frequency, cf numbers above the figures). The points mark the particle
positions. The differently shaped (and coloured) arrow heads are assigned to the
normal mode eigenvectors in the two different layers and indicate direction and
amplitude of particle motion. Modes with in-/anti-phase motion of both layers
are labelled with a +/− sign, respectively. Top rows: eigenvectors of the (1,7,11)
configuration: (a) inter-shell rotation (SR+), (b) anti-phase layer rotation (LR−),
(c) anti-phase inter-shell rotation (SR−), (d) and (e) in-phase vortex pairs (V2+),
(f) and (g) anti-phase vortex pairs (V2−), (h) asymmetric in-phase 4-vortex mode
(V4+), (i) sloshing mode (S+), (j) breathing mode (B+). Bottom row: eigenvectors
of the (1,6,12) configuration: (k) in-phase vortex pair (V2+), (l) in-phase inter-
shell rotation (SR+), (m) in-phase 4-vortex mode (V4+), (n) in-phase transverse
surface wave (SW+), (o) breathing mode (B+).

Consider first the top rows of figure 1 which show the eigenvectors of the normal modes of
the (1,7,11) configuration. The energetically lowest collective particle motion is in all cases the
centre of mass cluster rotation mode—the in-phase layer rotation LR+. The eigenfrequency of
this directed rotation is ω = 0 as for this motion there is no restoring force. Beside this (trivial)
mode there are three additional rotational modes: (a) inner versus outer inter-shell rotation SR+,
(b) the anti-phase rotation of both layers LR− and (c) anti-phase inter-shell rotation SR−.
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Another set of low frequency modes are four vortex pair modes: (d) in-phase vortex
pair V2+ and (e) (almost) perpendicular oriented vortex pair V2+,7 (f) and (g) two anti-phase
vortex pairs. In the present isotropically confined 2D system, rotationally asymmetric modes
are typically two-fold degenerate with respect to the spatial alignment of the vectors, cf (d),
(e) and (f), (g), respectively. This leads to the fact that, taking into account the two possible
phasings of relative particle motion in both layers, the majority of mode types occur as a set
of four. Considering this, in the following only one mode per set of four is shown as for the
rotational asymmetric, low-energy mode (h) which has the interesting feature that it supports a
single-particle exchange between the inner and outer shell, i.e. a transition from the (1,7,11) to
the (1,6,12) configuration.

In the case of pure radial eigenvectors, such as the (in-phase) breathing mode (j) as coherent
radial motion (compression/expansion) of all particles, there exists one pair of modes only. In
addition to (j) there is an anti-phase breathing mode B− with frequency ω2

B− = 7.9522. Another
‘universal mode’ that is independent of particle number and configuration is the centre of mass
sloshing mode S+ (i) with trap frequency ω0. This mode has a corresponding anti-phase shear
or dipole oscillation mode S−. Both modes are two-fold degenerate.

For all these modes a corresponding mode of the (1,6,12) configuration is found. In
particular: (k) the V2+-mode, (l) the mode of inter-shell rotation SR+, (m) an energetically low
V4+-mode, here supporting a centre directed transition of a particle on the outer shell, and two
further examples of radial modes, (n) a transverse surface wave and (o) the breathing mode.

3.2. Change of normal mode spectrum with layer separation

After the classification of the collective modes, we now consider the oscillation frequency
dependence on the layer separation d of the N = 19 cluster, see figure 2. Of special interest
are thereby the two configuration changes of the ground state and their effect on the collective
dynamical cluster properties.

Starting at small values of d , an increase of the e–h separation leads to a growing
cluster size due to a stronger in-layer particle repulsion resulting from a change of the
effective interaction from dipole to Coulomb. This implicates a gradual decrease of the mode
eigenfrequencies with d since the coupling of all 2N particles becomes less rigid and the
restoring forces weaken. Only the two-fold degenerate centre of mass oscillations are found
to be constant at ω2

S+ = 2, independent of the interlayer coupling strength or even configuration
changes. Confirming [27], the breathing frequency gradually proceeds from ω2

B+ = 10 in the
limit of dipoles (d → 0), to a value of ω2

B+ = 6 in the limit of decoupled layers (d → ∞).
Moreover, modes supporting a transition from the (1,6,12) to the (1,7,11) state and vice versa,
i.e. the eigenmodes (h) and (m) in figure 1, are found at low frequencies, i.e. at low excitation
energies.

As discussed in section 2, the ground state transitions for the N = 19 cluster occur at
the critical values of d (1)cr = 0.417 and d (2)cr = 2.182 and are accompanied by abrupt spectrum
transformations. The strongest effect is observed for the in-phase inter-shell rotation SR+ with
a remarkable jump of the mode frequency ω2

SR+ by more than four orders of magnitude. This
decrease can be explained by comparing the SR+ mode eigenvectors of the (1,7,11) and (1,6,12)

7 The difference of the two in-phase vortex pair modes (d) and (e) lies, besides rotation of the whole vortex pair by
∼π/2, in the alignment of the eigenvectors, which is slightly different. This is due to the non-commensurability of
the (1,7,11) configuration leading to symmetry breaking. As a result the frequencies differ by about1ω2

V2+ = 10−4.
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Figure 2. Complete normal mode spectrum for N = 19 as function of layer
separation d. At d (1)cr = 0.417, the ground state configuration changes from
(1,6,12) to (1,7,11) and at d (2)cr = 2.182 from (1,7,11) to (1,6,12) resulting in a
qualitative change of the mode frequencies. The eigenvectors of the selected
modes are visualized in figure 1. Modes with in-phase (anti-phase) oscillation
of both layers are plotted with dashed (solid) lines. Note that the SR+ mode
continues in the range 1< d < 2.182 with a value smaller than 5 × 10−7. For
notation of modes, see figure 1. The black dash-dotted line corresponds to the
shear oscillation S− of a single dipole (see text).
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configurations, see figures 1(a) and (l). In the latter case, the oscillation vectors of all particles
on the inner shell are directed towards particle positions on the outer shell which strongly
increases the restoring forces in the case of the (1,6,12) configuration resulting in a much higher
frequency ω(1,6,12)

SR+ than ω(1,7,11)
SR+ . The exceptional low frequency ω(1,7,11)

SR+ agrees with results for
single layer Coulomb crystals. In [37], the minimal (nonzero) excitation frequency for (1,7,11)
and the comparable, non-magic (1,7,12) configuration was reported to be that of the inter-shell
rotation with ω2

SR ≈ 10−8. Confirming this, quantum Monte Carlo simulations [14] revealed that
the orientational inter-shell melting temperature of the incommensurate (1,7,12) configuration
is much lower than for the highly symmetric (1,6,12) structure. In particular, a 9 (!) orders of
magnitude difference of the orientational melting temperatures and critical densities of both
configurations was found. This shows that the given classical results are of practical relevance
also for quantum systems at moderate densities.

Moreover, with respect to the dipole-to-Coulomb transition we found that in the dipole
regime at small d the corresponding modes with in-phase and anti-phase oscillation of both
layers are energetically clearly separated, cf SR± and V2± in figure 2. Energetically lowest
are the two (degenerate) in-phase vortex pair oscillations V2+. With a gradual transition to
the limit of uncoupled layers, the e–h attraction and thus the oscillation frequencies of the
anti-phase modes are strongly reduced and converge towards the values of the corresponding
in-phase modes. This is found for the V2− and V2+ modes around d = 2 and for the SR−

and SR+ modes for d > 2.182. As a consequence of the layer decoupling, the LR− anti-phase
layer rotation becomes the energetically lowest of the anti-phase modes. This indicates that the
primary mechanism of decoupling of the electron and hole layers is the interlayer rotation LR−.

We note that the (anti-phase) shear mode S− of a single trapped dipole has the
frequency ω2

S− = 2 + 2/d3 (see black dash-dotted line in figure 2). This arises by expanding
the electron–hole attraction He−h of equation (4) for small displacements u(t) around the ground
state position R. Thereby, the first term in ωS− , being independent of the layer separation d, is
due to the harmonic confinement. In a spatially infinite bilayer system [24], its value depends
on the local potential energy around R and is proportional to the Einstein frequency. The second
term, which is leading for layer separations d � 1, corresponds to the shear oscillation of the
free (unconfined) dipole.

4. Ground states and single-particle spectrum of quantum bilayers

In this section, we present an extension of the classical results of section 2 to quantum bilayers.
Here, in contrast to the classical simulations, the ground state kinetic energy does not vanish
even in the limit of temperatures T → 0 resulting in a finite spatial extension of the particle
orbitals on the scale of the whole N -particle cluster. Hence, fermionic quantum features such as
exchange effects (Pauli exclusion principle) must be included.

In order to treat the e–h bilayer system of equations (1)–(3) quantum mechanically,
we introduce the dimensionless coupling parameter λ of a harmonically confined quantum
system which relates the characteristic Coulomb energy EC = e2/(4πεx0) to the characteristic
confinement energy E∗

0 = h̄ω0

λ=
EC

E∗

0

=
e2

4πεx0h̄ω0
=

x0

aB
, (6)
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where x0 =
√

h̄/(mω0) denotes the oscillator length and aB = 4πεh̄2/(me2) is the effective
electron (hole) Bohr radius. Thus, Hamiltonian (4) including the kinetic energy can be rewritten
in dimensionless form

Ĥe(h) =
1

2

N∑
i=1

(−∇
2
i + r2

i )+
N∑

i< j

λ√
(ri − r j)2

, (7)

Ĥe−h =

Ne∑
i=1

Nh∑
j=1

λ√
(ri − r j)2 + d∗2

, (8)

using the transformation {r → r/x0, E → E/E∗

0 , d∗
→ d/x0}. Note that r and d∗ are measured

in units of x0 and thus explicitly depend on the confinement frequency ω0. The characteristic
energies and length scales of the classical (section 2) and quantum system are related by

E0

E∗

0

= (λ2/2)1/3,
r0

x0
= (2λ)1/3, (9)

so that the layer separations used in the Hamiltonians (3) and (8), respectively, are related by
d∗

= (2λ)1/3 d.
In the limit λ→ 0, both electrons and holes behave as an ideal trapped Fermi gas

independent of the layer separation d∗. For λ→ ∞, it is x0/aB � 1, and quantum effects
vanish. Thus, one recovers classical behaviour and shell configuration changes which coincide
with those in table 1. At finite λ, however, intra- and interlayer interactions, together with the
parabolic confinement, give rise to a complex quantum many-body problem, which is the subject
of the following investigation. In the considered quantum case, ground state properties depend
on the two parameters d∗ and λ. Therefore, the question of whether the additional degree of
freedom will induce additional structural changes arises. To answer this question, we performed
self-consistent Hartree–Fock (SCHF) calculations of two coupled electron and hole layers of
zero thickness, which are discussed in the next two subsections.

4.1. Second quantization formulation

In order to derive mean-field type equations for the e–h bilayer, we rewrite the exact
Hamiltonian (7) and (8) in the second-quantized form Ĥ = Ĥe + Ĥh − Ĥe−h, where

Ĥe(h) =

∫
d2r ψ̂†

e(h)(r) h0(r) ψ̂e(h)(r)

+
1

2

∫∫
d2r d2r̄ ψ̂†

e(h)(r) ψ̂
†
e(h)(r̄)

λ√
(r − r̄)2

ψ̂e(h)(r̄) ψ̂e(h)(r), (10)

Ĥe−h =

∫∫
d2r d2r̄ ψ̂†

e (r) ψ̂
†
h (r̄)

λ√
(r − r̄)2 + d∗2

ψ̂h(r̄) ψ̂e(r), (11)

with h0(r)=
1
2(−∇

2 + r2) denoting the single-particle energy. Further, ψ̂
(†)
e(h)(r) is the

annihilation (creation) operator of spin-polarized electrons and holes at space point r
which satisfy the fermionic anti-commutation relations [ψ̂e(h)(r), ψ̂

†
e(h)(r̄)]+

= δ(r − r̄) and

[ψ̂ (†)
e(h)(r), ψ̂

(†)
e(h)(r̄)]+ = 0, where [ Â, B̂]+ = Â B̂ + B̂ Â. In a Hartree–Fock (HF) approach [40],
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the four field operator products entering equations (10) and (11) are approximated by
sums over double products ψ̂†

e(h)ψ̂ e(h) weighted by the generalized electron (hole) density

matrix ρe(h)(r, r̄)= 〈ψ̂
†
e(h)(r)ψ̂e(h)(r̄)〉e(h), where the expectation value (ensemble average) is

defined as 〈 Â〉e(h) = Tr ρ̂e(h) Â. More precisely, with η, ξ ∈ {e, h}, the 4-operator products are
approximated as

ψ̂†
η (r) ψ̂

†
ξ (r̄) ψ̂ξ (r̄) ψ̂η(r)≈ + ρη(r, r) ψ̂†

ξ (r̄) ψ̂ξ (r̄) + ρξ (r̄, r̄) ψ̂†
η (r) ψ̂η(r)

− δηξ

[
ρη(r, r̄) ψ̂†

ξ (r̄) ψ̂ξ (r) + ρξ (r̄, r) ψ̂†
η (r) ψ̂η(r̄)

]
.

(12)

Here, the first two terms constitute the Hartree term, whereas the last two denote the Fock
(exchange) contribution. The Kronecker delta δηξ assures that there is no exchange between
electrons and holes which is due to the different physical nature of electrons and holes (different
energy bands). Inserting the approximate expression (12) into (10) and (11) allows for an
effective one-particle description according to

Ĥe(h) =

∫∫
d2r d2r̄ ψ̂†

e(h)(r)
{
h0(r) δ(r − r̄)+6HF

e(h)(r, r̄)
}
ψ̂e(h)(r̄), (13)

Ĥe−h =

∫∫
d2r d2r̄ ψ̂†

e (r)
{
6HF

e−h(r, r̄)+6HF
h−e(r, r̄)

}
ψ̂h(r̄), (14)

with the HF self-energies

6HF
e(h)(r, r̄)= λ

∫
d2r ′

ρe(h)(r′, r′)√
(r′ − r)2

δ(r − r̄)− λ
ρe(h)(r, r̄)√
(r − r̄)2

, (15)

6HF
e−h(h−e)(r, r̄)= λ

∫
d2r ′

ρh(e)(r′, r′)√
(r′ − r)2 + d∗2

δ(r − r̄). (16)

For computational reasons, it is convenient to introduce a basis representation for the electron
(hole) field operators,

ψ̂
(†)
e(h)(r)=

∑
i

ϕ
(∗)

i (r) â(†)e(h),i, i ∈ {0, 1, 2, . . .}, (17)

where the one-particle orbitals or wave functions ϕi(r) form an orthonormal complete set and
â(†)e(h),i is the annihilation (creation) operator of a particle on the level i . Applying the basis
expansion (17) to the equations (13) and (14) leads to the matrix representation of the bilayer
Hamiltonian (1) which will be given in the following section, cf equations (18)–(20).

4.2. SCHF simulation technique

In matrix representation, the mean-field Hamiltonian for the bilayer system corresponding to
the initial equations (1)–(3) reads

he(h)
i j = h0

i j + he−e(h−h)
i j − he−h(h−e)

i j , (18)

he−e(h−h)
i j = λ

∑
kl

(
w

e−e(h−h)
i j,kl −w

e−e(h−h)
il,k j

)
ρ

e(h)
kl , (19)
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he−h(h−e)
i j = λ

∑
kl

w
e−h(h−e)
i j,kl ρ

h(e)
kl , (20)

with the single-particle (orbital) quantum numbers i and j (k and l), he(h)
i j being the electron

(hole) total energy, h0
i j the single-particle (kinetic and confinement) energy and he−e(h−h)

i j (he−h(h−e)
i j )

the intra (inter) layer interactions in mean-field approximation. Further, ρe(h)
i j = 〈â†

e(h),i âe(h), j〉

denotes the zero-temperature density matrix of electrons and holes with respect to the
one-particle basis ϕi(r). In equation (19), both the Hartree and the Fock contribution appear,
whereas in equation (20) only the Hartree term enters.

The explicit expression for the single-electron (-hole) integral is

h0
i j =

1

2

∫
d2r ϕ∗

i (r)(−∇
2 + r2)ϕ j(r), (21)

and the two-electron (two-hole) and electron–hole integrals are given by

w
e−e(h−h)
i j,kl =

∫∫
d2r d2r̄

ϕ∗

i (r) ϕ
∗

k (r̄)ϕ j(r)ϕl(r̄)√
(r − r̄)2 +α∗2

, (22)

w
e−h(h−e)
i j,kl =

∫∫
d2r d2r̄

ϕ∗

i (r) ϕ
∗

k (r̄) ϕ j(r) ϕl(r̄)√
(r − r̄)2 + d∗2

, (23)

where α∗
→ 0 is utilized to avoid the Coulomb singularity for r → r̄. A small parameter of

α∗ . 0.01 has been found to show convergence for all quantities of interest. Details will be
given elsewhere [41].

For numerical implementation of the SCHF procedure yielding the eigenfunctions φe(h)
i (r)

(HF orbitals) and eigenenergies εe(h)
i (HF energies) of Hamiltonian (18), we have chosen the

orthonormal Cartesian (2D) harmonic oscillator states

ϕm,n(r)=
e−(x2+y2)/2

√
2m+n m! n!π

Hm(x)Hn(y), (24)

with single-particle quantum numbers i = (m, n), r = (x, y), the Hermite polynomials Hm(x)
and (m + 1)-fold degenerate energy eigenvalues εm,n = m + n + 1, where m, n ∈ {0, 1, 2, . . .}.
The HF orbitals, expanded in the form

φ
e(h)
i (r)=

nb−1∑
j=0

ce(h)
j i ϕ j(r), (25)

with coefficients ce(h)
i j ∈ R and respective energies εe(h)

i , are obtained by iteratively solving the
self-consistent Roothaan–Hall equations [42]

nb−1∑
k=0

he(h)
ik ce(h)

k j − ε
e(h)
j ce(h)

i j = 0, (26)

at fixed dimension nb × nb (i = 0, 1, . . . , nb − 1) according to standard techniques, for details
see e.g. [40] and references therein. The resulting electron (hole) density ρe(h)

d∗,λ(r) corresponding
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to given values of d∗ and λ is defined as

ρ
e(h)
d∗,λ(r)=

N−1∑
k=0

φ
e(h)
k,d∗,λ(r)=

N−1∑
k=0

nb−1∑
l=0

ce(h)
lk,d∗,λ ϕl(r), (27)

where each HF orbital k is occupied by a single particle only.
For the e–h bilayers with N 6 10, we used nb = 50 of the energetically lowest oscillator

functions ϕm,n(r) to expand the HF orbitals, for N = 12 we took nb = 55 which was sufficient
to obtain convergent results. Due to the electron–hole attraction the cluster size is reduced
compared to that of a single layer Coulomb cluster. This favours the use of a moderate number
of basis functions to ensure convergence8.

4.3. Transition from the ideal Fermi gas towards the classical limit

The aim of this part is to investigate the transition from a strongly degenerate quantum system,
i.e. λ= 0, to the classical limit λ→ ∞. To give a reasonable estimate for the range at which
the classical ground state results become valid, we consider a system with N = 6 electrons and
holes at an intermediate layer separation of d∗

= 1.0. Of special interest will be the central spot
of the (1,5) configuration which can most directly be assigned to a classical particle position.

In contrast to the classical results the HF calculations fully take into account the wave
nature of electrons and holes. The quantum many-body effects are evident already at λ= 0.
In the classical case, the total energy in the ground state is zero (all particles sit in the bottom
of the trap). In the quantum case, this is prevented by the Pauli principle. Orbital-resolved HF
calculations as function of coupling parameter λ are displayed in figure 3. Here, the right panel
shows the N -particle density ρe(h)

d∗,λ(r) and the six populated single-particle orbitals φe(h)
i,d∗,λ(r)

for moderate (λ1 = 5.0), intermediate (λ2 = 15.0) and strong (λ3 = 35.0) coupling. The SCHF
results reveal that, in particular for small values of λ, obviously several orbitals contribute
collectively to the different high-density spots which unambiguously determine the cluster
configuration.

Concerning the lowest orbital i = 0, with an increase of λ, the overlap with the higher
orbitals vanishes and the wave function becomes localized when λ exceeds a value of 35. In
contrast, in the investigated range of λ6 40 the other particles remain, independently of the
observed density modulation, delocalized as can be seen on the orbital pictures. The transition
towards the limit of strong correlations can be estimated from the e–h-interaction energy

ε
(i=0)
e−h (λ)= −

∫∫
d2rd2r̄ |φe

i=0(r)|
2 λ√

(r − r̄)2 + d∗2
|φh

i=0(r̄)|
2, (28)

of the electron and hole in the lowest orbital. The upper diagram in the left panel of figure 3
displays the λ-dependence for four different approximations. For the ideal system, λ= 0,
electron and hole are not bound and ε(i=0)

e–h vanishes. The black solid line shows the interaction
energy (28) obtained from the SCHF simulations which for λ� 1 agrees with perturbation
theory (PT), where a linear λ-dependence follows from substituting the ideal wave function
ϕ0,0(r), see equation (24), for φe(h)

i=0 (r) in equation (28).

8 Note that the additional centre particle in the case of N = 19 strongly increases the cluster size so that essentially
more basis functions (nb & 90) are required to ensure convergence. As the problem determining the two-particle
integrals, equations (22) and (23), scales with O(n4

b) a computation is limited by memory requirements.
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∗
©

Figure 3. Ground state of the N = 6 cluster as function of interaction strength
λ for fixed layer separation d∗

= 1.0. Right: accumulated N -particle density
ρ

e(h)
d∗,λ(r), on top, and corresponding single-particle HF orbitals φe(h)

i,d∗,λ(r) for
three different coupling parameters λ. The different signs of the wave function
(blue and orange) are separated by white areas of zero amplitude, whereas
areas of maximum amplitude are black. Note that the six high-density spots
of the N -particle density do not necessarily correspond to the single particles
themselves as the configuration appears as a superposition of all orbitals. Left
(top): electron–hole interaction energy ε j=0

e−h , equation (28), of the centre electron
and hole states for different approximations and (bottom) HF energy of occupied
levels εe(h)

i as function of λ.
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For λ� 1, a semi-classical result can be derived. Starting from the classical ground
state configuration (1,5) the outer particles, together with the confinement, create an effective
potential for both centre particles which can be harmonically approximated. The direct quantum
mechanical solution of the harmonic problem provides a finite Gaussian electron (hole)
extension of width σ = σe = σh. Hence, the e–h-interaction energy (28) of the inner particles
can be computed in a semi-classical way using φe(h)

i=0 (r)= (σ/π)1/4 e−σ(x2+y2)/2. In the strongly
correlated regime, starting at λ> 30, the semi-classical and SCHF solution coincide very well.

However, in an intermediate coupling range, λ≈ 15, the e–h interaction energy is reduced
compared to the semi-classical solution which reflects the fact that the orbital i = 0 substantially
deviates from a Gaussian, cf the five side maxima of the orbital i = 0 for λ2 = 15 in figure 3.
With increase of λ this Gaussian becomes more and more peaked describing the transition
to the classical limit |φ

e(h)
i=0 (r)|

2
→ δ(r)9. Despite the good agreement with the semi-classical

approximation, in the whole investigated range of λ < 40 the system is found to be essentially
non-classical. This becomes evident by comparing with the pure classical result ε(i=0)

e–h = −λ/d∗

which neglects any finite particle extension. Concerning all populated HF orbitals the transition
towards the classical limit with increasing λ is shown in the lower left diagram of figure 3 in
terms of the orbital energies εe(h)

i=(m,n). As mentioned in section 4.2, the harmonically confined
ideal Fermi gas (λ= 0) is (m + 1)-fold degenerate with m, n ∈ {0, 1, . . .}. Around λ> 15 the
energy of the outer particles converges towards a five-fold degenerate energy which is separated
from the (lower) energy of the centre particle.

4.4. Quantum ground state configurations and structural transitions for N = 10

Beside the higher numerical effort of a single SCHF computation compared to its classical
analogue, a complete study of the ground states requires, in addition to d and N , the exploration
of λ as a third degree of freedom. To overcome this problem and to reduce the task, we limit
our investigation to the two-shell clusters N = 10 and N = 12 which were found to exhibit rich
ground state properties in the classical limit.

The analysis was done by systematically scanning the phase diagram for fixed values
of d∗ ranging from 0.1 to 10.0. For each of these d∗ values we start from the ideal system
at λ= 0 and increment the coupling parameter stepwise by δλ= 0.05. The convergence of
each step is ensured by an adaptive, precision controlled iteration number with up to 2500
iterations of the Roothaan–Hall equations (26) per increment δλ. The described procedure
allows for a systematic investigation of the phase diagram by a gradual transition from the ideal
Fermi to the strongly coupled system. To verify the results obtained, the ground states with
respect to individual points in the phase diagram were recomputed by starting from a random
distribution as well as by decreasing the temperature of an initial (high temperature) thermal
distribution [41]. All procedures are found to yield the same HF orbitals (energies) and thus the
same N -particle densities and shell structures.

The results for the N = 10 cluster are presented in figure 4. The ground state phase diagram
can be divided into four domains (left panel of figure 4):

(i) At small λ a weakly correlated degenerate Fermi liquid is observed within each layer (blue
area in the left figure). The observed electron (hole) density is rotationally symmetric and

9 In the mean-field Hamiltonian (13) and (14) the classical limit is obtained by replacing ρe(h)(r, r′)→

δ(r − r′)
∑Ne(h)

i=1 δ(r − ri ).
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Figure 4. Left: (λ, d∗)-phase diagram for the N = 10 bilayer in HF
approximation. The configuration (R, 7) means delocalization of charges on
the inner ring R. The black solid line indicates the classical ground state
transition (3, 7)→ (2, 8) which occurs at dcr = 1.0116r0 from left to right. The
red arrow points out an inverse transition compared to the classical (2, 8)→

(3, 7) crossing. The two dashed lines indicate the path when changing ω0 at
fixed layer separation d for a germanium (ε = 16ε0, m∗

e(h) = 0.25me) quantum-
well structure, see equation (29); ω1 = 926 GHz, ω2 = 9.26 THz, ω3 = 98 GHz.
Right: electron (hole) density ρe(h)

d∗,λ(r) at characteristic points marked (a) to (h) in
the phase diagram. The side length of the contour plots is 9x0. The open circles
mark the corresponding classical ground state particle positions. The rightmost
column displays the corresponding angle-averaged radial density profiles for
d∗

= 0.5 (4.0), dashed (red) line.

exhibits non-monotonic radial modulations of an (nearly) ideal trapped Fermi gas. The
proper density distributions for d∗

1 = 0.5 and d∗

2 = 4.0 are shown in figures 4(a) and (e),
respectively.

(ii) At higher λ two shells separate, see points (b), (f) within the red area in the phase diagram
and the corresponding density profile (j). While on the inner ring the electron (hole) density
is still isotropic, the density on the outer shell becomes angle-modulated and reveals seven
high-density spots. The integrated position probability density on the inner and outer shells
is close to 3 and 7, respectively. The configuration will be referred to in the following as
(R, 7) as on the inner ring R no localized density peaks in ρe(h)

d∗,λ(r) are present. Hence the
nomenclature does not indicate the particle numbers, but the number of distinct density
peaks, as the particle orbitals are delocalized over the entire cluster, see discussion in
sections 4.3 and 4.6.
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(iii) Further increase of the coupling parameter leads to more pronounced (concentric) shells.
In particular, the inner radial density decreases which is accompanied by the formation of
angular density modulation, see figures 4(c) and (g). The shell configuration is found to be
(3,7).

(iv) At a certain value λcr(d∗), the bilayer system jumps from the (3,7) into the (2,8) shell
configuration (green area in the phase diagram), see figures 4(g) and (h).

The general behaviour of (i)–(iii) is independent of the layer separation d∗. The localized (3,7)
configuration (iii) emerges in two steps by rotational symmetry breaking from the Fermi liquid
(i) maintaining a higher density on the inner than on the outer ring. However, an increase of d∗

beyond unity leads, by weakening of the interlayer attraction, to a repulsive intralayer and thus
Coulomb-dominated coupling. Consequently, the cluster size increases, compare the density
plots of figure 4(a) versus (e), 4(b) versus (f), etc. Moreover, for a fixed λ� 1, the dipole-
to-Coulomb transition towards the strongly correlated Coulomb regime induces the (2,8) shell
configuration [28] which is observed when d∗ is increased from 0.5 to 4.0, see figure 4(d) versus
(h). This transition reduces the inner-shell density, see figure 4 right (red versus dashed lines).

Further, at a fixed d∗ > 2.0 an increase of λ leads to a purely coupling-induced
configuration change (3,7) → (2,8), see details in section 4.6. For d∗

= 10, both layers are
already weakly coupled and become completely decoupled when d∗ is further increased.
Consequently, the critical (blue, red and green) curves in the phase diagram converge
towards horizontal lines. Note that d∗ is measured in units of x0 and thus depends on the
confinement frequency ω0. This implies for an experimental setup, e.g. a double quantum-well
heterostructure with fixed physical layer separation d, that one traces hyperbolas of the form

λ(d∗)=
d e2 m∗

e(h)

4πε h̄2

1

d∗(ω0)
, (29)

when changing the trap frequency ω0, see the dashed lines in the phase diagram of figure 4. The
larger the physical layer separation d (or effective particle mass m∗

e(h)), the more the hyperbola
shifts to larger values of d∗. Interestingly, e.g. for a germanium based quantum well, at fixed
layer separation d = 1375 Å, the ground state structure of the quantum bilayer can be externally
controlled by change of ω0 only.

A comparison of the classical particle positions (open circles in figures 4(a)–(h)), according
to equations (9), with the shells and high-density spots of the HF calculations plotted in
figure 4 reveals a good agreement. Larger cluster sizes compared to the classical case for
small λ are explained by repulsive fermionic exchange interactions. Further, the bold black
line in the phase diagram indicates the classical transition from (3,7) to (2,8) which occurs at
dcr = 1.0116r0 when crossing the line from left to right. It is found that the classical line gives
a reasonable estimate also for the transition in the quantum bilayer system. Hence the trend,
found in section 2 for the classical bilayer system, of centre density reduction with increasing
d also holds in the case of a strongly correlated quantum system, where the orbitals extend
over several classical particle positions. In the classical limit, i.e. at very large λ (outside of
figure 4), the configuration boundary (3,7)↔ (2,8) (green curve) and the classical result (black
curve) converge. Nevertheless, for intermediate values of λ the red arrow indicates a remarkable
point in the phase diagram where the structural transition in the classical and quantum bilayer
proceeds in opposite direction. The single-particle orbitals for this transition will be analysed in
section 4.6.
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Figure 5. (λ, d∗)-phase diagram showing the quantum shell structures found
for the N = 12 bilayer in HF approximation. The shown electron (hole)
densities ρe(h)

d∗,λ(r) corresponding to tuples (d) (d∗

1 , λ1)= (0.5, 5.9), (c) (d∗

2 , λ2)=

(0.75, 3.95), (b) (d∗

3 , λ3)= (1.25, 2.35) and (a) (d∗

4 , λ4)= (2.0, 1.45). The
frequenciesw1,2 are as indicated in figure 4. The two black solid lines indicate the
classical configuration transitions (3, 9)→ (4, 8) and (4, 8)→ (3, 9) at d (1)cr =

0.9528r0 and d (2)cr = 0.3253r0, respectively, from left to right. In the investigated
range λ6 15 these transitions were not observed in the quantum bilayer. The
right two columns show the (radial) density of the four points (a)–(d) marked in
the phase diagram for d = 100 Å.

Further, an unusual (2,8) configuration is shown for λ4 = 12.0 and d∗

2 = 4.0 in figure 4(h),
where the particle arrangement differs from the classical system. Such a configuration was also
found in [28] for a classical single layer system with 1/rα pair interaction and α 6 0.94. Thus,
the anomalous configuration underlines the effect of the Fermi repulsion in addition to the
intralayer Coulomb interaction. However, an increase of λ leads to a reduction of the Fermi
effect and wave function overlap and a (2,8) configuration corresponding to the classical one is
found.

4.5. Quantum ground state configurations and structural transitions for N = 12

In figure 5, we present the (λ, d∗)-phase diagram for N = 12 electrons and holes analogous to
figure 4 for N = 10. At fixed (physical) layer separation d = 100 Å, one passes through four
different domains of the phase diagram when the trap frequency is decreased from ω2 towards
ω1 (see left panel of figure 5):

(i) Analogously to the N = 10 cluster at small λ, a weakly correlated circular symmetric Fermi
liquid exists within each layer, see point (a) in the blue area of the phase diagram.
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(ii) A decrease of the trap frequency to point (b) is accompanied by a structural change to a
six-fold rotational cluster symmetry with an outer shape exhibiting hexagonal symmetry.
This phase only establishes in the regime of a short-range in-layer potential, i.e. d∗ 6 2. In
the Coulomb case of weakly coupled layers this liquid-like state is not found.

(iii) If the confinement strength is further reduced, see point (c), the cluster passes over to a
nine-fold rotational symmetry. While in the cluster core a ring R of delocalized density is
observed, the outer nine high-density spots are situated on a perfectly circular ring, which
reproduces the symmetry of the external confinement potential.

(iv) In the limit of small d∗ and λ→ ∞, see figure 5(d), where the in-layer interaction becomes
extremely short-range, a commensurate closed packed structure with three-fold rotational
symmetry similar to that known from classical dipole systems [28] is found.

Consequently, during the coupling-induced transition from (i) to (iv) the cluster size decreases
slightly as the effective in-layer interaction becomes short-ranged. In analogy to N = 10, the
liquid-like state (i) as well as the (R, 9) configuration (iii) are found for all values of d∗. The
additional configuration (ii), missing in the case of N = 10, is limited to a range of strong
interlayer attraction.

In contrast to N = 10, in total two transitions as function of d were found in the classical
N = 12 system, cf table 1. However, in the investigated quantum regime, λ6 15, we observe no
configuration changes corresponding to the classical transitions (3,9)↔ (4,8), see black lines
d (1)cr = 0.9528r0 and d (2)cr = 0.3253r0 in figure 5 (left). Hence the two ground state transitions
(3,9)→ (4,8) and (4,8)→ (3,9) of type (A) and (B), introduced in section 2, are expected to
occur outside of figure 5 in the (semi-)classical region only.

4.6. Single-particle orbitals and single-particle spectrum

In both previous subsections, we discussed the phase diagram based on the N -particle densities.
In this part, we pursue the question of how the single-particle spectrum evolves during the
transition from (3,7) to (2,8) for the N = 10 cluster, see red arrow in figure 4 (left). At fixed
d∗

= 3.0, the configurational transition occurs when changing the coupling parameter from
λ1 = 12 to λ2 = 13. For this transition, the spatially resolved orbitals φe(h)

i,d∗,λ(r) and the N -particle
density ρe(h)

d∗,λ(r) are collected in figure 6 together with the corresponding one-particle HF spectra
ε

e(h)
i for both coupling parameters λ1 and λ2.

As mentioned in section 4.4, the configuration change (2,8)λ1 ↔ (3,7)λ2 is reversed along
the red arrow in figure 4 compared with the respective classical transition. Similar to the N = 6
cluster discussed in figure 3, the HF orbitals generally extend over several classical particle
positions.

In situation (a), i.e. λ1 = 12, the energetically highest orbitals i = 7, 8 and 9 contribute
most to the inner-shell density showing three high-density spots. On the other hand, in (b),
i.e. λ2 = 13, the orbitals are completely rearranged with the two inner-shell density spots being
now formed mainly from the orbitals 3 and 8, leading to embedded orbital energies εe(h)

3 and
ε

e(h)
8 within the spectrum, cf the black circles in the energy term schemes. In addition, all orbital

energies of the (2,8) configuration are enclosed in a narrower energy interval compared to (3,7),
whereas the energy spectra do not reveal any degeneracy. However, for (2,8) the spectrum
separates into two parts of similar energetic substructure with orbital energies εe(h)

0 to εe(h)
4

and εe(h)
5 to εe(h)

9 , respectively. Accompanying this fact, one clearly recognizes a change and an
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Figure 6. Left: HF energy eigenvalues εe(h)
i corresponding to the spatial orbitals

φ
e(h)
i,d∗,λ(r). (a) Bilayer density ρe(h)

d∗,λ(r) and orbitals for N = 10 at d∗
= 3.0 and

λ1 = 12.0, (b) λ2 = 13.0. The black dots denote the orbitals which contribute
most to the inner-shell high-density spots. While the inner shell of the (3,7)
configuration is essentially built up from the 3 highest orbitals 7, 8 and 9, the
inner shell of the (2,8) configuration is mostly formed from the orbitals 3 and
8. Right: single-particle orbitals φe(h)

i,d∗,λ(r) for the cases (a) and (b). The different
signs of the wave function (blue and orange) are separated by white areas of zero
amplitude, whereas areas of maximum amplitude are black.

increase of the orbital symmetry when crossing over from the (3,7) to the (2,8) configuration.
In contrast to (a) the rotational and specular (mirror) symmetry of φe(h)

i,d∗,λ(r) with respect to
perpendicular space axes in (b) is increased. Moreover, the structure of the nodes (white lines
with zero amplitude in figure 6 right) of the HF orbitals changes, making the symmetry axes
obvious. Particularly, inner and outer shell are clearly more separated by nodes in the (2,8)
configuration.

5. Discussion and outlook

In this paper, we have considered ground state and dynamical properties of mesoscopic
classical and quantum mass-symmetric electron–hole bilayers. In particular, we focused on the
dependence of the properties on the layer separation d. The main effect is the gradual transition
from systems with Coulomb interaction in the layers (at large d) to a system with short-range
dipole interaction (at small d). Based on extensive classical molecular dynamics calculations
we have shown that, with variation of d, several clusters show a sudden change of the ground
state shell configuration, including several cases of re-entrant configuration changes which are
related to symmetry properties. Furthermore, we have analysed the classical normal modes of
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these bilayers and studied the d-dependence of the spectrum for N = 19 as a representative
example.

A striking result is the energy jump of the inter-shell rotation mode frequency ω2
SR+ by

more than four orders of magnitude when the ‘magic’ ground state configuration (1,6,12) is
replaced by (1,7,11). This leads us to suggest a new possibility for external control of inter-shell
rotation by exerting strain on the bilayer system (or alternatively by changing the trap frequency
ω0 by an external electric field [33]), i.e. a scheme which does not require changing particle
number [43, 44]. Preparing a sample with d slightly above dcr, rapid compression initiates a
ground state transition and thus allows one to ‘turn on’ the inter-shell rotation of composite
dipoles—excitons. Combined with optical excitation this may have interesting applications
manipulating coherent emission.

In the second part of this paper, we performed a quantum many-body calculation of the
same system within the frame of a SCHF approach. In the low-density limit, where the particles
are well localized, classical properties are recovered. On the other hand, upon density increase
and growing particle overlap quantum diffraction and exchange effects become important. This
has significant consequences for the ground state phase diagram which is much richer than the
classical one. There appear new structural phases which are characterized by charge localization
on the outer shell coexisting with delocalization on the inner shell. Also, there exist parameter
ranges where the classical and quantum systems show opposite shell configuration changes.
The main advantage of the quantum many-body calculations is that they yield the complete
single-particle energy spectrum and orbital-resolved ground states. We have shown that, even in
the Wigner crystal phase where the density shows strong peaks, single peaks do not one-to-one
correspond to single particles. On the contrary, in general, several orbitals contribute to a single
density peak.

We note that the present quantum results correspond only to the simplest representation
of many-body theory—the HF approximation. Thereby all pair interactions have been self-
consistently included and direct and exchange terms are treated on the same footing. We
have performed several comparisons with first-principle path integral Monte Carlo (PIMC)
simulations where, however, the control of statistical fluctuations and the exact treatment of
fermions are computationally demanding, especially for temperatures T → 0. Nevertheless, the
result has shown that the correct shell configurations are observed and that the HF ground state
energies are in essential agreement with the PIMC simulations which fully include correlation
effects. This leads us to expect that the quantum results reported in this paper will not change
qualitatively when better approximations are considered. Naturally, the first improvement to
be made is the inclusion of scattering effects on the level of the second Born approximation
of nonequilibrium Green’s functions theory, as was done e.g. in [45]–[47]. We are presently
developing these calculations which will be reported elsewhere.
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5.5 Synopsis: Classical and Quantum Coulomb Crystals

Strong correlation effects in classical and quantum plasmas are discussed. In particular,
Coulomb (Wigner) crystallization phenomena are reviewed focusing on one-component
non-neutral plasmas in traps and on macroscopic two-component neutral plasmas. The
conditions for crystal formation in terms of critical values of the coupling parameters
and the distance fluctuations and the phase diagram of Coulomb crystals are discussed.
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Strong correlation effects in classical and quantum plasmas are discussed. In particular, Coulomb
�Wigner� crystallization phenomena are reviewed focusing on one-component non-neutral plasmas
in traps and on macroscopic two-component neutral plasmas. The conditions for crystal formation
in terms of critical values of the coupling parameters and the distance fluctuations and the phase
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I. INTRODUCTION

Coulomb crystals �CCs�, a periodic arrangement of
charged particles, are omnipresent in nature, from astro-
physical systems �interior of dwarf stars, Refs. 1 and 2� to
laboratory systems �trapped ions, see, e.g., Refs. 3 and 4,
plasmas in storage rings, e.g., Refs. 5 and 6, or dusty plas-
mas, Refs. 7–9, to name a few examples; for an overview,
see Ref. 10�. CCs add an interesting new species to the large
family of crystals in condensed matter, chemistry or biology,
for an �incomplete� list, see Table I. We will distinguish CCs
from “traditional” crystals �including molecular or ion crys-
tals or metals� by 1. the governing role of the Coulomb in-
teraction �in contrast to crystals of neutral particles� and 2.
by the elementary character of the constituents �in contrast,
e.g., to the complex ions forming the lattice of a metal�.11

These two properties bring the CC into the area of plasma
physics rather than condensed matter physics, because it is
the strength and long range of the Coulomb interaction
which dominates the many-particle behavior in these sys-
tems, the crystal symmetry, stability, and melting properties.

The research on CC originates in solid state physics.
More than seven decades ago Wigner predicted, using the
jellium model, that electrons in metals would form, at low
density, a bcc lattice, see Ref. 12. A second line of research
grew out of the field of classical strongly coupled plasmas.
There it was predicted, by computer simulations, that a one-
component Coulomb or Yukawa model plasma �OCP� in
three and two dimensions would crystallize at sufficiently
high density and/or low temperature, e.g., Ref. 10. 3D Cou-
lomb crystals show a bcc symmetry, whereas Yukawa crys-
tals have a bcc and a fcc phase, Ref. 13. In contrast, the
ground state of 2D crystals has hexagonal symmetry. How-
ever, jellium and OCP are models assuming that the charge
species forming the crystal coexists with a second neutraliz-

ing one which forms a static homogeneous background
which does not influence the crystal. Such systems do not
exist in nature. In real two-component plasmas, crystalliza-
tion is very different. One important effect is weakening of
the Coulomb interaction by dynamic screening. Moreover,
the attractive force between different species will favor re-
combination, i.e., formation of bound states. This will, obvi-
ously, strongly reduce the Coulomb coupling and may even
prevent crystal formation. Nevertheless, CC formation in a
two-component plasma �item AIII. �c� in Table I� is possible
and will be discussed below in Sec. VI.

But before we consider the second possibility to achieve
Coulomb crystallization: One-component �non-neutral� plas-
mas which are stabilized by an external “trap,” such as an
electric potential, cf. item BII in Table I. This principle has
been successfully used in experiments with ion crystals, e.g.,
Refs. 3 and 4 and dusty plasmas, e.g., Refs. 14–18, for an
overview, see Refs. 19 and 20, and is expected to function
also with electrons in semiconductor quantum dots, Ref. 21.
Naturally, the existence of the trap may have a strong influ-
ence on the crystal properties. For example, a spherically
symmetric trap will favor crystals forming concentric rings
�in 2D� or shells �in 3D�. This gives rise to interesting sym-
metry effects, including magic �closed shell� configurations,
e.g., Refs. 22–25 familiar from atoms and nuclei and coex-
istence of shells and bulk behavior in larger systems, Ref. 26.

Coulomb crystals may not only consist of classical
“point particles” but also of quantum particles which have a
finite extension �electrons in quantum dots, ions in compact
stars, etc.� which is of relevance for the properties of CC and
is crucial for the phase diagram. Since the issue of quantum
plasmas has come into the focus of recent research again in
the context of laser plasmas27 and astrophysics28 we will
consider the influence of quantum effects in some detail. In
this paper we study some general properties of Coulomb
crystals. Starting from the theoretical description, in Sec. II,
we continue with two typical examples of classical and quan-
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tum crystals in traps �Secs. III and IV�. This is followed by
an analysis of the melting point, Sec. V, after which the
special situation of CC in neutral plasmas �Sec. VI� is dis-
cussed.

II. MODEL AND PARAMETERS

The Hamiltonian of a system of particles with mass mi

and charge ei interacting via a statically screened Coulomb �a
Yukawa� potential is given by

Ĥ = �
i=1

N �−
�2

2mi
�i

2 + V�ri� + �
j�i

N eiej

�

e−�rij

rij
� , �1�

where rij = �ri−rj� and � denotes a static background dielec-
tric constant, which is of the order of 10 in the case of an
electron-hole plasma in a semiconductor; in a plasma, �=1.
The case of a pure Coulomb system follows in the limit of
zero screening, �→0. In the case of trapped systems a con-
finement potential V�r� is included which will be assumed
isotropic and parabolic, i.e., V�r�=m�2r2 /2. The limit of an
unconfined system is achieved by letting �→0. In thermo-
dynamic equilibrium the system properties are determined by
the canonical probability distribution P or, in the quantum
case, by the density operator �̂,

P�E� =
1

Z
e−�E, �̂ =

1

Z
e−�Ĥ, �2�

where �=1 /kBT is the inverse temperature, and E denotes
the total potential energy, i.e., the second plus third term of
Eq. �1�.

Despite their different form of appearance, all Coulomb
�Yukawa� systems exhibit similar fundamental properties
governed by the strength of the Coulomb �Yukawa� interac-
tion which is measured by dimensionless control parameters:
The coupling parameters �a, rsa, and 	a of particle species a
and the quantum degeneracy parameter 
a. These parameters

are determined by the ratio of characteristic energy and
length scales:29,30

• Length scales: �i� r̄, average interparticle distance, r̄
	n−1/d �n and d=1,2 ,3 denote the density and dimension-
ality of the system, respectively�. �ii� �, quantum-
mechanical extension of the particles. For free particles we
have �a

free=h /
2�makBTa �deBroglie wavelength�, for
bound particles � is given by the extension of the ground
state wave function, �a

bound=2�aB. �iii� aB, relevant Bohr
radius aB= � / eaeb �2 / mab , where mab

−1=ma
−1+mb

−1. �iv� aBa,
effective Bohr radius of an OCP: aBa= � / ea

2 �2 / ma .
• Energy scales: �i� �K�, mean kinetic energy, which in a

classical system is given by �Ka�cl= d / 2kBTa, whereas in a
highly degenerate Fermi system �Ka�qm= 3 / 5EFa holds
�EF=�2�3�2n�2/3 /2m denotes the Fermi energy�; �ii� �Uc

ab�,
mean Coulomb energy, given for free and bound particles
by �Uc

ab� f = eaeb / 4�� 1 / r̄ and �Uc
ab�B= eaeb / 4�� 1 / 2aB

ER �Rydberg�, respectively. Analogously, the mean
Yukawa interaction energy is estimated by �UY� f

=e−�r̄�Uc� f.
• Dimensionless control parameters: The quantum degen-

eracy parameter 
ana�a
d	��a / r̄a�d divides many-body

systems into classical �
�1� and quantum mechanical
ones �
1�. The Coulomb coupling parameter is the ratio
��Uc� � / �K�. For classical systems �a��Uc

aa� � /kBTa re-
sults, whereas for quantum systems the role of �a is taken
over by the Brueckner parameter, rsa r̄a /aBa

	��Uc
aa� � /EFa. The relation to the parameter, rs= r̄ /aB, fa-

miliar from atomic units is rs=rsa�1− ma / ma+mb �. Simi-
larly one can introduce coupling parameters for Yukawa
systems and of different species.

In a two-component plasma different masses and charges
of the species may give rise to unequal coupling and
quantum degeneracy of the species. In particular, in a dense
electron-ion plasma classical ions and quantum electrons
may coexist. Analogously ions may be strongly coupled
while the electrons are only weakly coupled, see Sec. VI.
The ratio of the degeneracy parameters scales as 
a /
b

= �mb /ma�1/2, whereas the ratios of the coupling parameters

TABLE I. Coulomb crystals �CC� in the world of crystals �incomplete list�. CC variants are A.III.b, A.III. �c�,
B.II. �a�, and B.II. �b�. 1CS �2CS� denotes one �two� component systems, OCP, the one-component plasma
model containing ions plus a homogeneous static neutralizing electron background.

A. Unconfined (macroscopic) crystals B. Confined crystals (1, 2 or 3D traps)

I. 1CS with attractive interactions
Neutral particles �e.g., Lennard-Jones,
Morse potentials�,
“normal” solids, rare gas clusters, etc.

I. 1CS with attractive interactions
Confinement not necessary, see A I.

II. 1CS with repulsive interactions II. 1CS with repulsive interactions

a. Transient “Coulomb exploding” crystals a. Classical: Ions, dust particles

b. Charges on surfaces of finite systems
�e.g., electrons on helium droplets�

b. Quantum: Electrons in quantum dots

III. 2CS III. Periodic confinement

a. “Normal” crystals: ionic crystals, metals, etc. e.g., particles in optical lattices,

b. OCP model �ion Coulomb or Yukawa crystal� electrons in bilayers, superlattices, etc.

c. TCP crystals �electrons, nuclei, holes, positrons�
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are given by �a /�b= �ea /eb�2−1/d and rsa /rsb= �ma /mb�
��ea /eb�2+1/d, where local charge neutrality, naea=nbeb, has
been assumed.

III. CLASSICAL COULOMB AND YUKAWA CRYSTALS
IN TRAPS

Coulomb crystallization in a spherical 3D geometry was
first observed for ultracold ions in Penning or Paul traps.3 A
second candidate are ions created by ionization of cooled
trapped atoms. Recent simulations31 also show that un-
trapped ions, expanding due to Coulomb repulsion, might
crystallize if they are properly laser cooled during the expan-
sion. Finally, so-called “Yukawa balls” have been observed
in dusty plasmas,17,32 see Fig. 1. Their theoretical description
is again based on the Hamiltonian �1� �for an overview on
earlier theoretical results and simulations, see Ref. 10�. This
model has, in fact been shown to correctly describe the dusty
plasma measurements24,33; 3D concentric shells where the
populations Ns are sensitive to the screening strength �. With
increasing � the reduced repulsion leads to an increased
population of the inner shells. The quality of the experiments
is so high that the shell populations can be measured accu-
rately, allowing for comparisons with the simulations. In
fact, very good agreement is found for �r0�0.6, cf. Fig. 2,
which shows the relevance of screening effects in these con-
fined dusty plasma crystals. Furthermore, screening has an
important effect on the average radial density profile of these
crystals. In contrast to Coulomb crystals, where the density is
approximately constant, with increasing � there is an increas-
ingly rapid decay of the density towards the surface.34,35

As in the 2D case closed shell configurations and a
“Mendeleyev table” exist �see, e.g., Refs. 23, 24, and 36�.
The dependence of the crystal stability on the number of
particles can be seen from their melting temperatures. For
example, the closure of the first spherical shell occurs at N
=12, which gives rise to a particularly high crystal stability
�high melting temperature�, cf. Fig. 4 below.

IV. QUANTUM COULOMB CRYSTALS IN TRAPS

When the trapped CC is cooled, eventually the deBroglie
wavelength � will exceed the interparticle distance and
quantum effects will become relevant. While for ion crystals
this may require sub-micro-Kelvin temperatures this regime
is easily accessible with �the much lighter� electrons in nano-
structures. At the same time, there quantum crystal formation
and detection is hampered by impurities and defects. There-
fore, the results shown below are obtained by means of com-
puter simulations. The density operator �2� with the 2D
Hamiltonian �1� is evaluated by performing first-principle
path integral Monte Carlo �PIMC� simulations; for details,
see Refs. 37 and 38. Results for the probability density of 19
electrons in a 2D harmonic trap are shown in Fig. 3. We
observe a shell structure similar as in the classical case.
However, the particles are now not pointlike but have a finite
extension and an elliptic shape which minimizes the total
energy. When the system is compressed by increasing �, the
wave functions of the electrons start to overlap—first within
each shell, cf. central part of Fig. 3, and finally also particles
on different shells overlap giving rise to a quantum liquid

FIG. 1. Radial particle distribution for N=190 particles given in cylindrical
coordinates. Left: Experiment. Right two figures: Simulation results with
Coulomb ��=0�, and Yukawa ��=1� potential. The length unit in the right
two figures is roc, given by Eq. �4�, from Ref. 24.

FIG. 2. Number of particles Ns on the shells of Yukawa balls with different
N and �. Table I contains experimental �last line� and theoretical shell con-
figurations for N=190. N1 . . .N4 denote the particle numbers on the ith shell
beginning in the center. The figure shows the shell populations for 40 ex-
perimentally observed Yukawa balls �symbols� and molecular dynamics
simulation results for several � values �Ref. 24�. � is given in units of r0

−1

defined by m�2r0
2=e2 /r0, temperature is in units of E0=e2 /r0.

FIG. 3. �Color� 19-electron quantum Wigner “crystal” �left�, radially or-
dered crystal �center�, and mesoscopic fermionic liquid �right�. From left to
right quantum melting at constant temperature occurs. Dots correspond to
the probability density � of the electrons in the 2D plane which varies
between �max �pink� and zero �red�.
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state. This process of quantum melting occurs even at zero
temperature, giving rise to an interesting phase diagram of
quantum CC,21 see also Sec. V.

V. CONDITIONS FOR CRYSTAL FORMATION

Phase coexistence is determined by the equality of the
thermodynamic potentials �such as the free energy� in the
two phases which often requires very accurate and expensive
calculations. In macroscopic plasmas there exist many alter-
native criteria for crystallization: Peaks of the specific heat,
sufficiently strong modulations of the pair distribution or the
static structure factor, and so on. These quantities yield prac-
tically the same melting point, for an analysis see, e.g., Ref.
39. In contrast, in trapped systems, in particular, when the
particle number is reduced, the results for the phase bound-
aries may strongly depend upon the chosen quantity and the
way it is computed. It turns out that, for the class of systems
described by Eq. �1�, two quantities are particularly useful to
localize the melting point: Critical values of the coupling
parameter and of the distance fluctuations of the particles
around their equilibrium positions. We mention that, for very
small systems, recently a more appropriate quantity has been
proposed: the variance of the block-averaged interparticle
distance fluctuations, see Ref. 40.

A. Critical values of the coupling parameter

Let us start with the simplest case of Eq. �1�: A macro-
scopic classical plasma ��=0� containing a single charge
component. We can rewrite the ratio of energy and tempera-
ture which determines the thermodynamic properties, cf. Eq.
�2�, as

�E = f��,�� = � �
1�j�i

N e−�̄r̄i j

r̄ij

with r̄ij =
rij

r̄
, �̄ = �r̄ .

�3�

For Coulomb systems ��=0� �E is characterized by a single
parameter, the coupling parameter �, i.e., different Coulomb
systems �containing different types of particles, having dif-
ferent temperature or density� are expected to show the same
behavior if they have the same values of �. In particular, as
was revealed by simulations, CC occurs at �cr�175 in 3D
and �cr�137 in 2D. In a Yukawa OCP ���0� the effect of
screening suggests introducing �Y���→�e−�r̄, however, this
does not correctly reproduce the �-dependence of the melt-
ing curve. The reason is that melting is not determined by the
absolute value of the energy but by the energy contribution
of particle fluctuations around their ground state positions
ri0. Expanding Eq. �3� around ri0, defining �ij = r̄ij − r̄ij0,
and taking into account that the first derivatives vanish
we obtain ��E=��E−E0−Ecom�=�� j�i

N �ij
2 / r̄ij0

3 �1+ �̄r̄ij0

+ �̄2r̄ij0
2 / 2 �e−�̄r̄i j0 +¯. The dots denote terms with mixed de-

rivatives and higher order terms, and E0 and Ecom are the
energy in the ground state and of center of mass excitations
�which are not relevant for the melting�, respectively.

For the case of two particles, this expression can be writ-
ten in a Coulomb-type form, �r̄0

3�E=�Y����2, with the
Yukawa coupling parameter �Y���=�e−�r̄�1+�r̄+ ��r̄�2 /2�.

Assuming that, at the melting point, the critical coupling
parameter is universal �3D case�, �Ycr=175, the phase
boundary of the �bcc� crystal in the � -� plane is approxi-
mated by �cr���=175·e�r̄�1+�r̄+ ��r̄�2 /2�−1. Interestingly,
simulations have shown that this result holds reasonably well
not just for small particle numbers but also in a macroscopic
system.41

Consider now a classical crystal in a trap. Here the den-
sity is externally controlled by the trap frequency � which
determines the mean interparticle distance. The basic prop-
erties are best illustrated for two particles. The ground state
is obtained from the minimum of the relative potential en-
ergy Eq. �1� with the result

e�r0r0
3

1 + �r0
=

e2

m

2
�2

 r0c
3 . �4�

Equation �4� yields the two-particle distance, r0���, as a
function of the distance in an unscreened system, r0c.

24 In
analogy to the macroscopic case we introduce a Coulomb
coupling parameter, �2e2 / �kBTr0�. The corresponding cou-
pling parameter for Yukawa interaction, �2Y, again follows
from expansion of the energy around the ground state,
�r0

3�E=�2Y����2 with the result24 �2Y =�2e−�r0�1+�r0

+�2r0
2 /3� slightly differing from the above expression. In a

similar way, the ground state and effective coupling param-
eter can be defined for any particle number, but this has to be
done numerically.23,42 The results are strongly N-dependent
due to the importance of shell filling and finite size effects.
This leads to strong variations of the crystal stability with N
as can be seen in the melting temperatures, left part of Fig. 4;
see, e.g., Refs. 43 and 44.

Consider now a macroscopic quantum OCP. We rewrite
the Hamiltonian �1� in dimensionless units

�
Ĥ

2ER
= g�rs,T,�� = −

�

rs
2�

i

�r̄i

2 +
�

rs
�

1�j�i

N
e−�̄r̄i j

r̄ij

, �5�

which depends on the quantum coupling parameter rs and
temperature separately, leading to a more complex behavior
than in a classical OCP where only one parameter � exists.
The existence of three energy scales, quantum kinetic energy
�first term�, interaction energy �second�, and thermal energy
has a direct consequence for the phase boundary Tcr�n� of
Coulomb crystals, cf. Fig. 4. While for a classical crystal, the
slope of the boundary is always positive, dTcr�n� /dn�0,
given by a constant value of �, for quantum crystals, there
exists a maximum value of the temperature, Tcr

max, where the
slope changes sign. For densities to the left of the maximum
the phase boundary is dominated by “normal,” i.e., thermal
melting, whereas for densities exceeding the value of the
maximum, by a competition of quantum kinetic and interac-
tion energy. For sufficiently large densities �with decreasing
rs� quantum melting is observed, even at zero temperature,
cf. Fig. 4. The corresponding critical values of the Brueckner
parameter of a Coulomb OCP at T=0 are rs

cr�100�160� in
3D and rs

cr�37 in 2D for fermions �bosons�,21,45 and refer-
ences therein. These values are still under investigation.
Also, generalization of the results to a quantum Yukawa OCP
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has only recently been attempted; see Ref. 46, and references
therein.

Finite trapped quantum plasmas show the same general
behavior as a macroscopic quantum OCP and, in addition,
finite size effects as in case of the classical crystals in traps.
As a consequence, the crystal phase boundary is strongly
N-dependent, as can be seen for the 2D case in Fig. 4. Fur-
ther, in 2D the competition of hexagonal �bulk� symmetry
and spherical symmetry induced by the trap leads to possible
additional phases, both in classical and quantum trapped
plasmas. The most prominent one is a partially ordered phase
where particle ordering occurs within each shell, but no order
of different shells with respect to each other exists. Only at
significantly larger values of the coupling parameter the ori-
entational fluctuations freeze out �orientational freezing or
melting �OM�� and the crystal enters the fully ordered phase,
cf. Fig. 4. The location of this phase boundary is strongly
dependent on the crystal symmetry and may vary with N by
many orders of magnitude.21,22 In 3D trapped plasmas no
radially melted phase is observed because there is generally a
much larger energy barrier for intershell rotations.

B. Critical values of the distance fluctuations

The appearance of different coupling parameters in the
case of classical and quantum plasmas makes it very difficult
to construct a joint phase diagram of Coulomb crystals. An
alternative approach to the crystal phase boundary uses, as
the starting point, the magnitude of the relative interparticle
distance fluctuations of the particles around their lattice po-
sitions. Expanding, as in Sec. V A, the total energy fluctua-
tions �E in a Taylor series up to second order and diagonal-
izing the result allows us to express �E as a superposition of
d · �N−2� relative normal modes. For this system of indepen-
dent 1D quantum harmonic oscillators with the phonon
modes �	�q� of polarization 	 all thermodynamic properties

at a given temperature T are known. For example, the ther-
modynamic average of the distance fluctuations ��x2�= �x2�
− �x�2 is given by2

��x2� =
1

2�
q

�
	=1

d
�

m�	�q�
f	�q,T� ,

�6�

with f	�q,T� = coth
��	�q�
2kBT

.

For a macroscopic classical OCP, f	�q ,T�→ 2kBT / ��	�q� ,
and the average over the phonon spectrum yields, in case of
a bcc crystal, ��x2�=12.973r̄2 /�. The result for the relative
distance fluctuations urel
��x2� /r0

2 normalized to the near-
est neighbor distance, r0= �3�2�1/6r̄, is

urel
cl =
 12.973

�3�2�1/6
1

�
→ 0.155, �7�

where the last number is the critical value obtained by using
�=175.

Analogously, we obtain for a quantum OCP bcc crystal
at zero temperature, where f	�q ,T�→1,

��x2� =
31/2

2
u−1rsa

3/2aBa
2 , �8�

with u−1��pa / �	
� denoting the moment of order minus

one of the phonon spectrum which equals 2.7986 for a bcc
crystal.47 This yields for the relative distance fluctuations

urel
q =
0.783

rs
1/2 → 0.28�0.249� , �9�

where the last number is the critical value for fermions
�bosons�, using rs

cr=100 �160�. Note that these fluctuations
are mainly due to quantum diffraction effects, i.e., the finite
extension of the particle wave functions. Spin effects �quan-
tum exchange� play a minor role for the location of the crys-

FIG. 4. Left: Melting temperature of small 3D spherical Yukawa crystals vs particle number. Right: Phase diagram of the mesoscopic 2D Wigner crystal for
different particle numbers N. OM �RM� denotes the boundary of orientational �radial� melting. Here the dimensionless density n and temperature T are defined
as n=
2l0

2 /r0
2= �aB /r0�1/2�rs

−1/2 and T=kBT /E0, where l0
2=� / �m�0� ,E0=e2 /�br0 with r0 given by e2 /�br0=m�2r0

2 /2, from Refs. 21 and 43.
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tal phase boundary which is clear since, in the crystal state,
the wave function overlap has to be small. Nevertheless, the
physical properties of crystals of bosons may be essentially
different from those of fermions. The reason is that interact-
ing bosons may show superfluid behavior which may even
persist in the crystal phase. This state is called a supersolid
and was predicted 30 years ago48–50 and was recently ob-
served in PIMC simulations of trapped bosonic plasma
crystals.51

Equations �7� and �9� are very useful as they establish
the relation between relative distance fluctuations and the
relevant coupling parameter in the two limiting cases of clas-
sical and quantum plasmas. To connect the two limits along
the whole phase boundary, cf. Fig. 4, one has to use the full
phonon spectrum, Eq. �6�, without expansion of the function
f	. The temperature and density dependence of urel remains
an open question although some interpolations have been
attempted, see e.g., Ref. 2. Further improvements, in particu-
lar, in the quantum regime, may require to include anhar-
monic corrections, e.g., Ref. 52, since their finite extension
lets the particles explore ranges of the potential energy which
cannot be approximated by a parabola, e.g., Ref. 46.

VI. UNCONFINED TWO-COMPONENT COULOMB
CRYSTALS

As discussed in the Introduction, crystal formation in
two-component plasmas �TCP� competes with bound state
formation. One may, therefore, ask whether there exist pa-
rameters where CC exist and, at the same time, Coulomb
bound states are ionized. In comparison to an OCP, in a TCP,
we have at our disposal two additional parameters to realize
these two conditions: The mass ratio M =mh /me and charge
ratio Z=eh /ee �in a nonequilibrium mass-asymmetric plasma
there is further the possibility of different temperatures of the
components53�. The first requirement is obvious: The heavy
component �ions or holes� has to be sufficiently strongly cor-
related such that it can form an OCP Wigner crystal. The
second condition is that electrons have sufficiently high ki-
netic energy to escape the ionic binding potential. For clas-
sical electrons this requires a sufficiently high temperature
whereas in a quantum plasma ionization is possible when
electron wave functions of neighboring atoms start to over-
lap; this leads to tunnel ionization �Mott effect� which occurs
at a sufficiently high density. In summary, we find two alter-
native sets of conditions,

�i  �cr and
d

2
kBTe � ER, classical case, �10�

rsi  rs
cr and rse � rse

Mott, quantum case, �11�

where in 3D rse
Mott�1.2. The phase boundary of the Coulomb

crystal of the heavy particles can be obtained using the har-
monic lattice theory results of Sec. V B. For the quantum
case, we may use, for ��xh

2�, Eq. �8� and express the nearest-
neighbor distance of the heavy particles, r0h, by that of the
electrons,

urel,h
2 =

��xh
2�

r0h
2 =

31/2u−1

2�2

rsh
3/2

Z2/3rse
2

aBh
2

aB
2 , �12�

where �bcc= �3�2�1/3. Assuming that, at the phase boundary,
the critical value of the fluctuations is given by the OCP
result, Eq. �9�, and rse=rse

Mott we readily obtain the existence
conditions of a CC of fermionic �bosonic� ions in a two-
component plasma, McrZ4/3=83.3 �132.8�. This agrees with
the result of Ref. 53 where it was obtained from a different
derivation. Thus crystallization requires a minimum mass ra-
tio M between heavy and light particles. This condition is
fulfilled for compact dwarf stars where a crystal of carbon
and oxygen nuclei �fully ionized atoms� is expected to
exist.1,2 Further candidates are crystals of protons which was
recently confirmed by PIMC simulations, cf. Refs. 46 and
54, or �-particles, see Ref. 53. Both systems might be acces-
sible in laboratory experiments in the near future. Another
area where such two-component CC should be observable
are electron-hole plasmas in intermediate valence semicon-
ductors, see Refs. 53 and 55 where one could also verify the
critical value of M experimentally, although values of M as
large 80 exists only in some special materials. Another prom-
ising candidate are charge asymmetric bilayers where hole
crystallization is expected to occur already for M �10,56

which is due to the 2D confinement of the particles.
The analytical predictions of heavy particle crystalliza-

tion in a TCP have been verified by PIMC simulations where
both electrons and heavy particles have been treated fully
quantum mechanically.53,55,57 As can be seen in Fig. 5, with
increasing M, indeed hole localization becomes more pro-
nounced and, between M =50 and M =100, a transition to
crystal-like behavior is observed. A quantitative analysis
based on the relative distance fluctuations of the heavy par-
ticles, left part of Fig. 6, confirms that the liquid-solid tran-
sition takes place around M 	80. This is a novel kind of

FIG. 5. �Color� Snapshots of a Coulomb crystal of heavy particles �red
clouds� embedded into a Fermi gas of electrons �yellow� in a macroscopic
two-component �neutral� plasma �spin averaged results� for mass ratio M
=12 �top left�, M =50 �top right�, M =100 �bottom left�, and M =400 �bottom
right�. The density corresponds to rse=0.64; the temperature is Te=Th

=0.06ER. First-principle two-component PIMC simulations.
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quantum phase transition, where melting occurs at constant
temperature and density, by “changing” the heavy particle
mass. The phase diagram of the two-component CC is
sketched in Fig. 6 for the two values M =100 and M =200.
The larger M the more extended is the crystal phase in the
density-temperature plane. The crystal phase is bounded
from above by the �green dashed� line �h=�cr and from the
right �high densities� by the �vertical green dashed� line rsh

=rs
cr. This is the simplest approximation where the influence

of the electrons on the heavy particle interaction has been
neglected. Improvements require the inclusion of screening
effects,46 as discussed above, this leads to a destabilization of
the crystal. At the same time, the heavy particle crystal also
influences the spatial distribution of the electrons which sta-
bilizes the crystal compared to the OCP case. Thus, there
exists two competing effects for the crystal stability. A de-
tailed comparison of the crystal phase diagram in an OCP
and a TCP, therefore, still remains an interesting open ques-
tion. Finally, it has been predicted by Abrikosov58 that, in the
presence of a hole crystal, the electrons should tend to form
Cooper pairs, i.e., exhibit superconductivity which yet re-
mains to be verified experimentally.

VII. CONCLUSIONS

In this paper we have given an overview on strong cor-
relation effects in classical and quantum plasmas, in particu-
lar on Coulomb �Wigner� crystallization. We have discussed
the possible occurrences of Coulomb crystals, first, in
trapped one-component plasmas and, second, in two-
component neutral plasmas. The conditions for crystal for-
mation have been summarized in terms of known critical
values for the coupling parameters as well as in terms of
critical values of the relative interparticle distance fluctua-
tions. Using the data for the critical parameters it is possible
to construct the phase diagram of strongly coupled Coulomb
matter which was discussed for two cases: Mesoscopic clas-
sical and quantum plasmas in a parabolic 2D trap and two-
component mass-asymmetric plasmas.

ACKNOWLEDGMENTS

This work is supported by the Deutsche Forschungsge-
meinschaft via SFB-TR 24 Grant Nos. A3, A5, and A7 and
by the U.S. Department of Energy under Award No. DE-
FG02-07ER54946.

1For details, see, e.g., L. Segretain, Astron. Astrophys. 310, 485 �1996�.
2G. Chabrier, Astrophys. J. 414, 695 �1993�.
3D. J. Wineland, J. C. Bergquist, W. M. Itano, J. J. Bollinger, and C. H.
Manney, Phys. Rev. Lett. 59, 2935 �1987�.

4M. Drewsen, C. Brodersen, L. Hornekær, J. S. Hangst, and J. P. Schiffer,
Phys. Rev. Lett. 81, 2878 �1998�.

5T. Schätz, U. Schramm, and D. Habs, Nature �London� 412, 717 �2001�.
6U. Schramm, T. Schätz, and D. Habs, Phys. Rev. Lett. 87, 184801 �2001�.
7J. H. Chu and I. Lin, Phys. Rev. Lett. 72, 4009 �1994�.
8H. Thomas, G. E. Morfill, V. Demmel, J. Goree, B. Feuerbacher, and D.
Möhlmann, Phys. Rev. Lett. 73, 652 �1994�.

9Y. Hayashi and K. Tachibana, Jpn. J. Appl. Phys., Part 1 33, L804 �1994�.
10D. H. E. Dubin and T. M. O’Neill, Rev. Mod. Phys. 71, 87 �1999�.
11In trapped one-component CC such as ion or dust crystals the second

restriction does not apply, but these systems are clearly separated from the
traditional crystals by the external confinement.

12E. Wigner, Phys. Rev. 46, 1002 �1934�.
13S. Hamaguchi, R. T. Farouki, and D. H. E. Dubin, Phys. Rev. E 56, 4671

�1997�.
14A. Melzer, T. Trottenberg, and A. Piel, Phys. Lett. A 191, 301 �1994�.
15J. B. Pieper, J. Goree, and R. A. Quinn, Phys. Rev. E 54, 5636 �1996�.
16Y. Hayashi, Phys. Rev. Lett. 83, 4764 �1999�.
17O. Arp, D. Block, A. Piel, and A. Melzer, Phys. Rev. Lett. 93, 165004

�2004�.
18T. Antonova, B. M. Annaratone, D. D. Goldbeck, V. Yaroshenko, H. M.

Thomas, and G. E. Morfill, Phys. Rev. Lett. 96, 115001 �2006�.
19A. Piel and A. Melzer, Plasma Phys. Controlled Fusion 44, R1 �2002�.
20V. E. Fortov, A. V. Ivlev, S. A. Khrapak, A. G. Khrapak, and G. E. Morfill,

Phys. Rep. 421, 1 �2005�.
21A. V. Filinov, M. Bonitz, and Yu. E. Lozovik, Phys. Rev. Lett. 86, 3851

�2001�.
22V. M. Bedanov and F. M. Peeters, Phys. Rev. B 49, 2667 �1994�.
23P. Ludwig, S. Kosse, and M. Bonitz, Phys. Rev. E 71, 046403 �2005�.
24M. Bonitz, D. Block, O. Arp, V. Golubnychiy, H. Baumgartner, P. Ludwig,

A. Piel, and A. Filinov, Phys. Rev. Lett. 96, 075001 �2006�.
25H. Totsuji, C. Totsuji, T. Ogawa, and K. Tsuruta, Phys. Rev. E 71, 045401

�2005�.
26J. P. Schiffer, Phys. Rev. Lett. 88, 205003 �2002�.
27D. Kremp, Th. Bornath, M. Bonitz, and M. Schlanges, Phys. Rev. E 60,

4725 �1999�.

FIG. 6. �Color� Left: Mean-square relative heavy particle distance fluctuations vs mass ratio M for Te=0.096 and rse=0.63. Symbols are simulation results;
the line is the best fit �Ref. 55�. �Reprinted with permission from Bonitz et al., J. Phys. A 39, 4717 �2006�. Copyright �2006� by IOP Publishing Ltd.� Right:
Qualitative phase diagram of a Coulomb crystal of heavy particles �“holes”� in a macroscopic two-component �neutral� plasma. Te= ��3 /2�kBT� /ER and K
= �M +1� / �Mcr+1�. �Reprinted with permission from Bonitz et al., Phys. Rev. Lett. 95, 235006 �2005�. Copyright �2005� by the American Physical Society.�

055704-7 Classical and quantum Coulomb crystals Phys. Plasmas 15, 055704 �2008�

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://php.aip.org/php/copyright.jsp

http://dx.doi.org/10.1086/173115
http://dx.doi.org/10.1103/PhysRevLett.59.2935
http://dx.doi.org/10.1103/PhysRevLett.81.2878
http://dx.doi.org/10.1038/35089045
http://dx.doi.org/10.1103/PhysRevLett.87.184801
http://dx.doi.org/10.1103/PhysRevLett.72.4009
http://dx.doi.org/10.1103/PhysRevLett.73.652
http://dx.doi.org/10.1143/JJAP.33.L804
http://dx.doi.org/10.1103/RevModPhys.71.87
http://dx.doi.org/10.1103/PhysRev.46.1002
http://dx.doi.org/10.1103/PhysRevE.56.4671
http://dx.doi.org/10.1016/0375-9601(94)90144-9
http://dx.doi.org/10.1103/PhysRevE.54.5636
http://dx.doi.org/10.1103/PhysRevLett.83.4764
http://dx.doi.org/10.1103/PhysRevLett.93.165004
http://dx.doi.org/10.1103/PhysRevLett.96.115001
http://dx.doi.org/10.1088/0741-3335/44/1/201
http://dx.doi.org/10.1016/j.physrep.2005.08.007
http://dx.doi.org/10.1103/PhysRevLett.86.3851
http://dx.doi.org/10.1103/PhysRevB.49.2667
http://dx.doi.org/10.1103/PhysRevE.71.046403
http://dx.doi.org/10.1103/PhysRevLett.96.075001
http://dx.doi.org/10.1103/PhysRevE.71.045401
http://dx.doi.org/10.1103/PhysRevLett.88.205003
http://dx.doi.org/10.1103/PhysRevE.60.4725


28For a recent overview, see M. Marklund and P. K. Shukla, Rev. Mod.
Phys. 78, 591 �2006�.

29M. Bonitz, Quantum Kinetic Theory �Teubner, Stuttgart/Leipzig, 1998�.
30M. Bonitz, D. Semkat, A. Filinov, V. Golubnychyi, D. Kremp, D. O.

Gericke, M. S. Murillo, V. Filinov, V. E. Fortov, W. Hoyer, and S. W.
Koch, J. Phys. A 36, 5921 �2003�.

31T. Pohl, T. Pattard, and J. M. Rost, Phys. Rev. Lett. 92, 155003 �2004�.
32For a recent overview, see D. Block, M. Kroll, O. Arp, A. Piel S. Käding,

Y. Ivanov, A. Melzer, C. Henning, H. Baumgartner, P. Ludwig, and M.
Bonitz, Plasma Phys. Controlled Fusion 49, B109 �2007�.

33H. Baumgartner, H. Kählert, V. Golubnychiy, C. Henning, S. Käding, A.
Melzer, and M. Bonitz, Contrib. Plasma Phys. 47, 281 �2007�.

34C. Henning, H. Baumgartner, A. Piel, P. Ludwig, V. Golubnychiy, M.
Bonitz, and D. Block, Phys. Rev. E 74, 056403 �2006�.

35C. Henning, P. Ludwig, A. Filinov, A. Piel, and M. Bonitz, Phys. Rev. E
76, 036404 �2007�.

36K. Tsuruta and S. Ichimaru, Phys. Rev. A 48, 1339 �1993�.
37A. Filinov and M. Bonitz, in Introduction to Computational Methods for

Many-Body Physics, edited by M. Bonitz and D. Semkat �Rinton, Prince-
ton, 2006�.

38V. S. Filinov, M. Bonitz, W. Ebeling, and V. E. Fortov, Plasma Phys.
Controlled Fusion 43, 743 �2001�.

39P. Hartmann, Z. Donko, P. M. Bakshi, G. Kalman, and S. Kyrokos, IEEE
Trans. Plasma Sci. 35, 332 �2007�.

40J. Böning, H. Baumgartner, P. Ludwig, A. Filinov, M. Bonitz, and Yu. E.
Lozovik, “Melting of trapped few particle systems,” Phys. Rev. Lett. �to
be published�.

41V. E. Fortov, O. S. Vaulina, O. F. Petrov, V. I. Molotkov, A. M. Lipaev, V.
M. Torchinsky, H. M. Thomas, G. E. Morfill, S. A. Khrapak, Yu. P. Se-

menov, A. I. Ivanov, S. K. Krikalev, A. Yu. Kalery, S. V. Zaletin, and Yu.
P. Gidzenko, Phys. Rev. Lett. 90, 245005 �2003�.

42O. Arp, D. Block, M. Bonitz, H. Fehske, V. Golubnychiy, S. Kosse, P.
Ludwig, A. Melzer, and A. Piel, J. Phys.: Conf. Ser. 11, 234 �2005�.

43V. Golubnychiy, H. Baumgartner, M. Bonitz, A. Filinov, and H. Fehske, J.
Phys. A 39, 4527 �2006�.

44S. W. S. Apolinario and F. M. Peeters, Phys. Rev. E 76, 031107 �2007�.
45D. M. Ceperley and B. J. Alder, Phys. Rev. Lett. 45, 566 �1980�.
46B. Militzer and R. L. Graham, J. Phys. Chem. Solids 67, 2136 �2006�.
47D. A. Baiko, D. G. Yakovlev, H. E. De Witt, and W. L. Slattery, Phys.

Rev. E 61, 1912 �2000�.
48G. V. Chester and L. Reatto, Phys. Rev. 155, 88 �1967�.
49A. F. Andreev and I. M. Lifshitz, Sov. Phys. JETP 29, 1107 �1969�.
50A. J. Leggett, Phys. Rev. Lett. 25, 1543 �1970�.
51A. Filinov, J. Böning, M. Bonitz, and Yu. E. Lozovik, “Supersolid artifi-

cial atoms,” Phys. Rev. Lett. �submitted�.
52D. H. E. Dubin, Phys. Rev. A 42, 4972 �1990�.
53M. Bonitz, V. S. Filinov, V. E. Fortov, P. R. Levashov, and H. Fehske,

Phys. Rev. Lett. 95, 235006 �2005�.
54V. S. Filinov, M. Bonitz, and V. E. Fortov, JETP Lett. 72, 245 �2000�

�Pis’ma Zh. Eksp. Teor. Fiz. 72, 361 �2000��.
55M. Bonitz, V. S. Filinov, V. E. Fortov, P. R. Levashov, and H. Fehske, J.

Phys. A 39, 4717 �2006�.
56P. Ludwig, A. Filinov, Yu. Lozovik, H. Stolz, and M. Bonitz, Contrib.

Plasma Phys. 47, 335 �2007�.
57V. Filinov, H. Fehske, M. Bonitz, V. E. Fortov, and P. R. Levashov, Phys.

Rev. E 75, 036401 �2007�.
58A. A. Abrikosov, J. Less-Common Met. 62, 451 �1978�.

055704-8 Bonitz et al. Phys. Plasmas 15, 055704 �2008�

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://php.aip.org/php/copyright.jsp

http://dx.doi.org/10.1103/RevModPhys.78.591
http://dx.doi.org/10.1103/RevModPhys.78.591
http://dx.doi.org/10.1088/0305-4470/36/22/313
http://dx.doi.org/10.1103/PhysRevLett.92.155003
http://dx.doi.org/10.1088/0741-3335/49/12B/S10
http://dx.doi.org/10.1002/ctpp.200710038
http://dx.doi.org/10.1103/PhysRevE.74.056403
http://dx.doi.org/10.1103/PhysRevE.76.036404
http://dx.doi.org/10.1103/PhysRevA.48.1339
http://dx.doi.org/10.1088/0741-3335/43/6/301
http://dx.doi.org/10.1088/0741-3335/43/6/301
http://dx.doi.org/10.1109/TPS.2007.894438
http://dx.doi.org/10.1109/TPS.2007.894438
http://dx.doi.org/10.1103/PhysRevLett.90.245005
http://dx.doi.org/10.1088/1742-6596/11/1/023
http://dx.doi.org/10.1088/0305-4470/39/17/S33
http://dx.doi.org/10.1088/0305-4470/39/17/S33
http://dx.doi.org/10.1103/PhysRevE.76.031107
http://dx.doi.org/10.1103/PhysRevLett.45.566
http://dx.doi.org/10.1016/j.jpcs.2006.05.015
http://dx.doi.org/10.1103/PhysRevE.61.1912
http://dx.doi.org/10.1103/PhysRevE.61.1912
http://dx.doi.org/10.1103/PhysRev.155.88
http://dx.doi.org/10.1103/PhysRevLett.25.1543
http://dx.doi.org/10.1103/PhysRevA.42.4972
http://dx.doi.org/10.1103/PhysRevLett.95.235006
http://dx.doi.org/10.1088/0305-4470/39/17/S63
http://dx.doi.org/10.1088/0305-4470/39/17/S63
http://dx.doi.org/10.1002/ctpp.200710045
http://dx.doi.org/10.1002/ctpp.200710045
http://dx.doi.org/10.1103/PhysRevE.75.036401
http://dx.doi.org/10.1103/PhysRevE.75.036401
http://dx.doi.org/10.1016/0022-5088(78)90059-0


6 Summary and Discussion

The main focus of the present thesis has been devoted to the understanding of self-
organized structure formation of charged particles in traps as one of the most exciting
cooperative phenomena in many-body systems. In particular, the collective behavior of
confined few-particle systems is strongly governed by symmetry and surface effects as
well as the precise number of particles involved. A small ensemble of charged particles in
an isotropic trapping potential tends to form concentric shells. These “artificial atoms”
have unique features absent in real atoms: by controlling the confinement strength they
can be transformed from a weakly coupled state to a strongly coupled, crystal-like phase.
The aim of this thesis was to study the conditions and the principles of structure forma-
tion in confined few-particles systems, namely three-dimensional spherical dusty plasma
crystals and low-temperature electron-hole systems in quasi two-dimensional semicon-
ductor structures. In order to achieve a deeper understanding of structural transitions
under the influence of strong Coulomb interaction and, particularly, quantum statistical
and finite temperature effects, the author performed detailed numerical simulations by
means of molecular dynamics, classical and quantum Monte Carlo methods. The main
results of the thesis at hand can be summarized into the following five subtopics.

Ground states of Coulomb crystals. The first part of chapter 3 deals with the theoreti-
cal exploration of the structural ground state properties of spherically confined Coulomb
systems in the strong coupling regime. The classical periodic table of harmonically con-
fined 2D Coulomb systems is well-known by the work of [25, 26, 34, 36, 45, 46, 47] and
others and has been proven to be a valuable reference for experiments, e.g. [1, 6, 8].
On the contrary, the ground states of spherical 3D Coulomb systems have not been
systematically studied yet or the data have been erroneous. Within the present thesis
a detailed study of the classical ground states of 3D spherical Coulomb clusters in the
range N ≤ 160 was performed by extensive MD simulations with high accuracy. By
means of a topological 3D Voronoi analysis of the relative particle arrangement on the
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shell surfaces, “fine structure” states in the energy spectrum could be identified. This
topological feature is restricted to 3D clusters and not present in 2D systems.

The presented results are currently of strong interest, as 3D Coulomb crystals have been
recently generated in different physical systems, namely one-component ion plasmas [9,
27], and dusty plasmas [15, 90]. The ground state data are also expected to be important
for quantum 3D Coulomb clusters which may exist, e.g., in semiconductor quantum
dots in the strong coupling limit. It can be noted that recent work of other theoretical
research groups confirms the correctness of the presented data [42, 107, 108, 109].

Coulomb screening effects. In the second part of chapter 3 the author addresses the
question regarding the effect of Debye screening in view of the structural properties of
spherical plasma crystals (“Yukawa balls” [162]). Within the model of an isotropic,
statically-screened Coulomb interaction between the dust grains and a spherical exter-
nal parabolic confinement (which is independent of screening), excellent agreement with
dusty plasma experiments [15] was achieved without any free parameters in the simula-
tions. The most remarkable finding of the MD simulations is the high sensitivity of the
shell occupation numbers to the precise value of the inverse Debye screening length κ.

The validity of the theoretical model, and in particular, the effect of the Coulomb
screening on the cluster configuration was demonstrated on the representative example
of the N = 190 cluster (which was measured first [15]). While the number of shell stays
constantly four, the inner (outer) shells become gradually higher (lower) populated
when the screening parameter κ is increased. Therefore, the MD simulations allowed
to determine the Coulomb screening parameter κexp ≈ 0.6 from the experimentally
measured shell configurations. The value agrees well with independent estimations based
on experimental parameters [111]. Thus the structural behavior gives rise to a novel
non-invasive diagnostic to determine the Debye screening length on the basis of the
observed shell occupation numbers measured in experiments. It should be noted that
an alternative theoretical model by H. Totsuju et al. [113] suggests approximately
screening-independent shell populations (which do not coincide with the experimental
findings [15, 32]).

The high sensitivity of the shell occupation numbers to the range of the interaction
potential raised the question of the generic ground state particle distribution of a con-
fined Yukawa plasma. The author investigates this issue in the first part of chapter 4
by considering the limit of large particle numbers within the model of discrete charges.
While the radial density profile of a harmonically confined (unscreened) Coulomb system
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is known to be constant, the numerical results reveal that a screened pair interaction
changes the charge distribution drastically. Approaching large clusters ofN = 103 . . . 104

charged particles, a finite screening parameter κ (i.e. a transition from a pure Coulomb
to a Yukawa system) is found to induce a strong inhomogeneity in the shell-averaged
radial density profile with a strictly monotonic density increase towards the trap center
to establish a (local) force equilibrium. This essential Coulomb screening effect has been
neglected in previous investigations of trapped Yukawa systems [114]. Moreover, the
screening-induced radial density gradient explains the configurational rearrangement of
Yukawa crystals when κ is changed by the plasma environment. The results are also
found to be of direct importance for the understanding of systematic structural transi-
tions in electron-hole bilayer systems. Here, a transition from a long-range Coulomb to
a short-range dipole interaction is induced by a decrease of the layer separation d.

Melting of classical and quantum few-particle systems. A key issue concerning few-
particle systems is the reliable and consistent quantification of melting transitions, which
emerge as a gradual process in finite clusters [2, 20, 21]. Due to the lack of a general
theory of melting and freezing in finite-size systems, empirical rules are frequently em-
ployed [19, 117]. A well-established criterion (often referred to as “Lindemann crite-
rion”) for defining phase transitions in finite systems is based on changes of the relative
Interparticle Distance Fluctuations (IDF) urel. In analogy to macroscopic systems, this
criterion rests upon the abrupt loss of spatial pair correlations, which is quantified by
a rapid increase of urel in the solid-liquid transition region. However, a careful in-
spection of urel revealed that the “Lindemann criterion” will suggest different melting
temperatures and densities depending on how the associated IDF value is computed.
In particular, the IDF was found to yield divergent and ambiguous results since it is
dominated by a few rare (particle exchange) events. To overcome these convergence
problems, the block-averaged IDF was introduced (first in section 5.3). This quantity
allows for a statistical suppression of exponentially rare events and a consistent quan-
titative analysis of crystal phase boundaries. Further systematic studies aiming at the
investigation of the precise details of the solid-liquid phase transition gave rise to the
introduction of the Variance of the block averaged IDF (VIDF) as a robust, conver-
gent and highly sensitive indicator. The VIDF is unambiguously peaked in the center
of the finite melting interval and allows to reliably detect the melting point and the
critical fluctuations ucrit

rel . Advantages of the VIDF as a fluctuation based quantity that
constitutes a melting criterion are, (i) the universality of being rigorously applicable to
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both classical and quantum systems, and (ii) its direct relation to the physical processes
taking place during a phase transition.

Strongly correlated indirect excitons in quantum wells. The central topic of chapter
5 was the investigation of strongly correlated electrons and holes in a single quantum
well heterostructure. The investigation started with a detailed theoretical discussion
of requirements of an electrostatic confinement for spatially indirect excitons in view
of experimental realization. To this end the author quantitatively analysed different
electrostatic setups confining neutral excitons within the quantum well plane by means of
the quantum-confined Stark effect. In the proposed trap geometry, the parabolic lateral
confinement on the micrometer scale is produced by the strong inhomogeneous field of
a single tip electrode on top of the semiconductor sample. Using PIMC simulations,
electron and holes are shown to form stable permanent dipoles aligned perpendicular to
the quantum well plane in the presence of the electric field. The dipole moment causes
various favorable (collective) properties of the indirect excitons which were discussed.
In particular, the strong repulsive interaction between the indirect excitons prevents
droplet formation and stabilizes the excitons up to high densities. On the basis of
the considered trap, the author discussed the influence of electric field strength, tip-to-
sample distance, excitation intensity (related to the exciton population of the trap) and
temperature on the confined N -exciton system. The broad range of accessible exciton
and trap parameters allowed to predict the parameter ranges, in which interesting many-
particle phenomena, including Wigner crystallization of (composite bosonic) excitons,
are expected to occur in GaAs and ZnSe based quantum wells.

Electron-hole bilayer systems. A second concern in chapter 5 was the investigation of
a remarkable feature of quasi-two-dimensional electron-hole bilayer systems: the gradual
transition from pure (long-range) Coulomb to (short-range) dipole intralayer interaction,
which occurs when the separation between electron and hole layer d is reduced with re-
spect to the average intralayer interparticle distance. The detailed analysis of the classi-
cal ground state configurations for harmonically confined clusters with N ≤ 30 electrons
and hole pairs revealed that at intermediate values of d the energetically most favorable
state frequently differs from that found in limits of pure dipole [44] and Coulomb [26, 36]
single layer systems. The classical ground state structures were found to be in essential
agreement with corresponding quantum systems in the intermediate and strongly cou-
pling regime. Furthermore, the analysis of the normal mode excitation spectrum for the
exceptional N = 19 cluster pointed out that the lowest mode frequencies exhibit drastic
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jumps (of several orders of magnitude) when d is varied. This abrupt change of the
collective N -particle behavior highlights the close relationship between structural and
collective dynamical cluster properties and suggests – in combination with optical exci-
tation – the implementation of an optoelectronic nano switch which can be controlled
by exerting strain on the bilayer system.

Further attention was directed to the effect of mass-asymmetry in electron-hole bilayer
systems. By varying the hole to electron mass ratio M = mh/me between 1 and 100
at low temperature, fixed layer separation and high density, it could be demonstrated
that the hole behavior can be tuned from delocalized (quantum liquid-like) to local-
ized (crystal-like), while the electrons remain delocalized. The complicated interplay
between Coulomb correlations (such as electron-hole pairing) and quantum effects of
both, electrons and holes, was fully taken into account by performing first-principle
path integral Monte Carlo simulations. While in bulk semiconductors holes are found
to undergo a phase transition to a crystalline state if the mass ratio exceeds a critical
value of Mcr ≈ 80 [5], in the present thesis it was shown that in bilayer systems Mcr can
be drastically reduced by properly choosing the layer separation and the in-layer particle
density. As a striking result, hole crystallization was found already for Mcr ≤ 10. The
theoretical finding is in the range of experimental accessibility with standard semicon-
ductor materials and underlines the exciting physical phenomena available in (quantum)
bilayer systems.
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