
Kapitel 1

Introduction to canonical
quantization

Many physical systems are well described by continuum models, i.e. in terms of
fields. Examples are the displacement field q(r, t) of particles in a continuous
medium such as a gas, a liquid or a plasma. Another example is the electroma-
gnetic field described by the electric and magnetic field strength E(r, t), B(r, t)
which are governed by Maxwell’s equations. Furthermore, also particles can be
described by fields. In fact, quantum mechanics has changed our picture of
the micro-world in such a way that point particles, i.e. concentration of mat-
ter in an infinitesimally small space point is meaningless. Instead, matter is
de-localized in space which is described by probability densities. These again
are field-like continuous functions which again obey equations of field theory.
Depending on the particle type, this gives rise to the “Schrödinger field” which
is associated with non-relativistic particles or with the “Klein-Gordon field”
and the “Dirac field”, in the case of relativistic particles.

1.1 Lagrange functional and minimal action

principle

A very elegant way to derive equations of motion of physical systems is the
minimal action principle. We are now going to generalize this principle to ar-
bitrary fields and derive general equations of motion – the Euler-Lagrange
equations for the Lagrange functional. A remarkable property of this approach
is that it yields, in a straightforward and general way, the basic conservation
laws of any physical theory and their relation to the intrinsic symmetries of
the system.
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12 KAPITEL 1. CANONICAL QUANTIZATION

Let the state of a general continuous system be completely described by a
finite number M of fields,

Φ(r, t) = {Φ1(r, t), . . .ΦM(r, t)}, (1.1)

which can be considered as independent generalized “variables” of the system.
The Φk can be scalar or vector fields, real or complex and are defined in the
volume V and time interval ti ≤ t ≤ tf which form a four-dimensional space ti-
me element ∆Ω. In fact, the theory should be Lorentz invariant, i.e. symmetric
with respect to space and time variables. We can make this symmetry more
explicit by introducing the four vector notation for coordinates and derivatives
(summation over identical subscript-superscript index pairs is implied)

xµ =
(

x0, ~x
)

= (ct, r) , µ = 0, 1, 2, 3, (1.2)

xµ = gµνx
ν =

(

x0,−~x
)

, (1.3)

where gµν is the metric tensor

gµν = gµν =









1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1









, (1.4)

and a scalar product of two 4−vectors is given by aµb
µ = aµbµ = a0b0 − ~a~b

and is a Lorentz scalar (Lorentz invariant). We will also need the metric tensor
with mixed indices,

gµν = gνµ =









1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1









= δµ,ν . (1.5)

Finally, we also note the way how to transform two-component tensors with
various superscript and subscript properties,

F µν = gµαgνβFαβ, (1.6)

Fµν = gµαgνβF
αβ, (1.7)

F ν
µ = gµαF

αν , (1.8)

which is straightforwardly generalized to more complicated tensor quantities.
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Using the 4-vectors we can construct two four-dimensional differential ope-
rators according to

∂µ =
∂

∂xµ
=

(

∂

∂ct
, ~∇

)

, (1.9)

∂µ =
∂

∂xµ
=

(

∂

∂ct
,−~∇

)

, (1.10)

giving rise to a four-dimensional divergence or gradient which will be used
frequently. For example, the 4-divergence of a 4-vector Bµ is a Lorentz skalar

∂µB
µ =

∂

∂xµ
Bµ =

∂

∂ct
B0 + ~∇B = inv, (1.11)

as is the 4-dimensional generalization of the Laplace operator, the D’Alambert
operator

∂µ∂
µ =

∂

∂xµ
∂

∂xµ
=

1

c2
∂2

∂t2
+ ~∇(−~∇) ≡ � = inv. (1.12)

Note the sign change in front of the spatial part in Eq. (1.12) which does not
occur in Eq. (1.11).

The physical properties of the system will then be determined by the fields
Φ and their time and space derivatives, Φ̇, Φ̈, . . . and Φ′,Φ′′, . . . . There is no
a-priori rule how the dependence of the Lagrange density on these functions
should look like. This dependence could be non-local, i.e. L(r, t) could depend
on the fields at different space time points, e.g. contain terms of the form
∫

dt̄
∫

d3r̄ K(r, t; r̄, t̄)Φ(r̄, t̄) or second or higher powers in the fields, products
or other nonlinear combinations. Furthermore, L could, in principle, depend on
space and time explicitly, L = L(r, t; Φ, ...). An explicit time dependence would
be reasonable only if the system undergoes a time evolution which is controlled
from the outside and not an intrinsic process described by the dynamics of
the fields. Similarly, an explicit space dependence could be expected if the
system is subject to an external potential which leads to different physics in
different space points. If this is not the case an explicit r and t dependence
may be ruled out. Finally, the fundamental requirement to a theory of physical
processes should be its intrinsic simplicity. Therefore, we will start to construct
the Lagrange density using only local expressions and only linear dependencies
on all fields and their space and time derivatives1.

1Interestingly, all experimentally verified theories which are known so far can be derived
from Lagrangians of this simple structure.
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Thus we choose the following structure of the Lagrange density as an an-
satz:

L(r, t) = L[Φ(r, t), Φ̇(r, t),Φ′(r, t)] = L[Φ(r, t),Φµ(r, t)], (1.13)

where everywhere Φ is understood as a vector withM components (1.1) and Φµ

denotes the four-dimensional derivative vector (gradient), ∂µ = (∂tΦ,−∇Φ).
Using L we find a central quantity of theoretical physics – the action – defined
by

S =

∫

dt

∫

d3rL =

∫

Ω

d4xL(r, t) (1.14)

The Lagrange function gives the possibility to derive the physical equations
of motion in a very general way based on the Minimal action principle: Those
fields Φ which obey the physical equations of motion and fulfill boundary con-
ditions at two space-time points 1 and 2 minimize the action S. We will call
these particular realizations of the fields Φphys. This principle can be turned
around: Those fields which minimize the action and fulfill the boundary con-
ditions are the “true” physical fields Φphys. This latter formulation shows the
power and beauty of this principle: it provides a completely general approach
to physical systems, independently of the particular area and specific kind of
fields involved.

Let us now find the extremum of the action 2. To this end we compute the
variation of S around the physical fields, i.e. in the “point” Φ = Φphys, and
put it equal to zero,

0 = δS =

∫ 2

1

d4x

{

δL
δΦ

δΦ +
δL
δΦµ

δΦµ

}

. (1.15)

Assuming that the fields Φ are continuous functions we can change the order of
differentiation and variation, i.e. δΦµ = ∂µδΦ. In order to express the variation
∂µδΦ by δΦ we perform a partial integration of the second term in Eq. (1.15)
neglecting the terms at the boundaries of the integral by making use of the
boundary condition δΦ(1) = δΦ(2) = 0. As a result we obtain

0 =

∫ 2

1

d4x

{

δL
δΦ

− ∂µ
δL
δΦµ

}

δΦ. (1.16)

Since this equation should be fulfilled for arbitrary fluctuations δΦ we have to

2In practically all cases, finding the extremum is sufficient. See also problem 1.
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require that the term in the parantheses vanishes

0 =
δL
δΦ

− ∂µ
δL
δΦµ

= (1.17)

=
δL
δΦ

− ∂

∂t

δL
δΦ̇

− ~∇ δL
δ~∇Φ

.

These are the famous Euler-Lagrange equations, the general equations of
motion of the field(s) Φ. Note that the integral (1.16) has to be understood as
a scalar product of two M−dimensional vectors. Since the fluctuations of the
individual fields δΦ1, . . . δΦM are independent (since the fields are assumed to
be independent variables), vanishing of δS requires that all M terms in the
parantheses vanish simultaneously, so (1.18) is equivalent to

0 =
δL
δΦk

− ∂µ
δL
δΦk,µ

= (1.18)

=
δL
δΦk

− ∂

∂t

δL
δΦ̇k

− ~∇ δL
δ~∇Φk

, k = 1, . . .M.

Let us briefly discuss this result.

1. The variational principle is of course a postulate which cannot be proven,
similar to Newton’s equations, Maxwell’s equations or the Schrödinger
equation. Vice versa, assuming the validity of one of the latter equations
one can show the existence of a Lagrangian which obeys the minimal
action principle for this particular system. However, starting from the
minimal action principle we have a universal principle method yielding
all these equations at once.

2. When accepting the validity of the minimal action principle, the main
tasks of physical theories consist in deriving (or guessing) explicit ex-
pressions for the Lagrange density.

3. A remarkable property of the variaional principle is that it yields local
(space and time-dependent) solutions Φphys(r, t) from minimizing a single
global scalar function – the action which is an integral over a space-time
volume Ω.

4. The Euler-Lagrange equations (ELE) are Lorentz invariant as they con-
tain only Lorentz scalars which is seen from the first equation (1.18).

5. The ELE do not depend on the choice of the boundary of the volume Ω.
In fact, we expect the physical equations of motion to be independent of
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time and space. On the other hand, if space or time are inhomogeneous,
i.e. the Lagrangian explicitly depends on r or t we cannot exclude also a
dependence on the chosen boundary points 1 and 2.

6. When deriving the ELE we implicitly have assumed that the Lagrange
density is a sufficiently smooth functional of the fields and their time and
space derivatives and also that the time derivative and the gradient of
all fields are continuous.

7. When finding the extremum of the action given by the ELE we cannot
rule out that this result corresponds to a maximum of S. Strictly spea-
king, we have to verify that the second variation of the action is negative
(see problem 1).

1.1.1 Classical mechanics of a point particle

Before proceeding we consider the simplest case of a point particle of mass m
in a 1D external potential U(x). Then, the field is replaced by the coordinate,
Φ(r, t) → q(t) and L → L where the Lagrangian is given by kinetic (T ) and
potential energy (V ) according to

L(q, q̇) = T − V =
m

2
q̇2 − U(q). (1.19)

Then the Euler-Lagrange equations (1.18) become

d

dt

∂L

∂q̇
− ∂L

∂q
= 0, (1.20)

yielding the equation of motion for the “physical” variable q(t)

mq̈ = −∂U
∂q

, (1.21)

i.e. we recover Newton’s equation. Knowing the Lagrange function, mechanics
tells us how to obtain from it the momentum p and the hamilton function
H(q, p),

p =
∂L

∂q̇
= mq̇, (1.22)

H(q, p) = pq̇(p)− L[q, q̇(p)] =
p2

2m
+ U(q). (1.23)
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Using the hamitonian we obtain an alternative form of the equations of motion:
two first-order equations (Hamilton’s equations) for q and p,

ṗ = −∂H
∂q

= −∂U
∂q

, (1.24)

q̇ =
∂H

∂p
=

p

m
. (1.25)

Finally, we recall another result of point mechanics, now extending the analy-
sis to N particles: any function F depending only on the canonical variables
q1 . . . qN , p1 . . . pN has a simple time evolution given by the Poisson bracket
with the Hamiltonian,

Ḟ = {F,H} , (1.26)

{F,H} =
N
∑

i=1

(

∂F

∂qi

∂H

∂pi
− ∂F

∂pi

∂H

∂qi

)

. (1.27)

1.1.2 Canonical momentum and Hamilton density of
classical fields

We now return to the general problem described by the fields Φ1 . . .ΦM . The
example of the point particle suggests to define a “momentum” πl(r, t), i.e. the
field which is “canonically” adjoint to Φl, by defining, in analogy to (1.22),

πl(r, t) =
δL

δΦ̇l(r, t)
= π0

l (r, t), l = 1, . . .M (1.28)

Thus the canonical momentum field follows from the functional derivative of
the Lagrange density with respect to the time derivative of the field. As indi-
cated by the last equality, this can also be understood as the 0 component of
a 4-vector πµ defined as

πµ
l (r, t) =

δL
δµΦl(r, t)

, (1.29)

but only the zero component of πµ has the physical meaning of a momentum.
Yet the whole 4-vector can be conveniently used to make the expressions more
compact. By combining the 4-vectors πµ

l into a momentum vector of all fields
by defining πµ = {πµ

1 , . . . π
µ
M} we can rewrite Eq. (1.18) compactly as

δL
δΦ

− ∂µπ
µ = 0 (1.30)
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Using again the analogy with the point mechanics, we can now intro-
duce a Hamilton density H which is related to the hamiltonian by H(t) =
∫

d3rH(r, t). Generalizing Eq. (1.23) to fields we can write

H(r, t) = H[Φ, π] = πΦ̇[π]− L, (1.31)

where the time-derivative of Φ has to be eliminated to recover the dependence
of H on the two independent variables Φ and π. Interestingly, also in the case
of continuous fields there exist generalized Hamilton’s equations which are
analogous to those of point mechanics, Eqs. (1.24, 1.25). To verify this, we
consider the variation of H, performing the variation of H and L using the
definition of π and the Euler Lagrange equations (1.18),

δH =

∫

d3r
{

πδΦ̇ + Φ̇δπ − δL
}

=

∫

d3r

{

πδΦ̇ + Φ̇δπ − δL
δΦ

δΦ− δL
δΦµ

δΦµ

}

=

∫

d3r

{

πδΦ̇ + Φ̇δπ − δL
δΦ

δΦ− πδΦ̇− δΦ~∇ δL
δ~∇Φ

}

=

∫

d3r
{

Φ̇δπ − π̇δΦ
}

≡
∫

d3r δH[Φ, π]. (1.32)

In the last term of the third line we have performed an integration by parts. The
two terms containing derivatives of L are then replaced by the time derivative
of π using Eq. (1.18). Since H[Φ, π] is a functional of the two independent
fields Φ and π, it is evident from the last equation that

π̇ = −δH
δΦ

, (1.33)

Φ̇ =
δH
δπ

, (1.34)

i.e. we have obtained another variant of the equations of motion of the canonical
field – the continuum generalization of Hamilton’s equations. This confirms the
consistency of the definitions of the canonical momentum and of the Hamilton
density.

Finally, we generalize another result of point mechanics – the time evolution
of any function F depending only on the canonical variables qi, pi of N particles
which is given by the Poisson brackets, cf. Eq. (1.27). To this end we introduce
the spatial density f of F and compute the time derivative, using Hamilton’s
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equations (1.33), (1.34)

Ḟ (t) =

∫

d3r

{

δf

δΦ
Φ̇ +

δf

δπ
π̇

}

=

∫

d3r

{

δf

δΦ

δH
δπ

− δf

δπ

δH
δΦ

}

= {F,H} , (1.35)

where in the last line we introduced the continuum generalization of the Pois-
son bracket. Compared to the discrete case, Eq. (1.27), here the sum over the
particles is replaced by a space integration.

1.2 Conservation laws in classical field theory

We have seen in the last section that minimizing the action yieds the physical
equations of motion.The key quantity in this approach is the Lagrange density.
It is, therefore, important to know whether the definition of L is unique or
whether there exists any freedom in choosing it. In fact, the answer is given
by a very simple statement:

Theorem: The equations of motion (1.18) remain invariant under any
transformation of L of the form

L −→ L+ δL̃ (1.36)

with δL̃(x) = ∂µW
µ(x), (1.37)

where W is a continuous function of the space and time arguments and vanis-
hes at the boundary δΩ of the four-dimensional volume Ω.

Proof:
Consider the variation of the action and its change under the above transfor-
mation

δS =

∫ 2

1

d4x δL −→
∫ 2

1

d4x {δL+ ∂µW
µ(x)} . (1.38)

The additional term can be converted into a surface integral by using the
four-dimensional Gauss theorem

∫ 2

1

d4x ∂µW
µ(x) =

∮

δΩ

dSµW
µ = 0,



20 KAPITEL 1. CANONICAL QUANTIZATION

which is zero since W is assumed to vanish at the boundary and the theorem
is proven.

So what does this transformation mean? First, the transformation δL̃(x) is
understood as an infinitesimal transformation so its variation is the function
itself. Second, the particular form (1.37) means that the addition to L is a full
4-divergence, i.e. W has to have the form of a 4-vector W µ = (W 0, ~w) and
δL̃(x) is a Lorentz scalar of the form

δL̃(x) = ∂W 0

∂t
− div ~w. (1.39)

Thus there is a certain flexibility in defining L without changing the equations
of motion derived from minimzing the action3. Now the question is how to
exploit this freedom. One way to produce such a transformation of L is to
make a transformation of the fields Φ. We will call a transformation of the
fields which generates the change (1.37) of L a Symmetry transformation. This
means

Φ(x) → Φ(x) + δΦ(x),

L[Φ(x)] → L[Φ(x) + δΦ(x)] ≡ L[Φ(x)] + ∂µW
µ[δΦ(x)]. (1.40)

Furthermore we require that the transformation is continuous and exists for
all fields Φ, not just the physical fields Φphys which obey the Euler Lagrange
equations. Under these conditions there exists a generalized current density jµ

which obeys

Noether’s Theorem: 4 For any continuous symmetry transformation δΦ of
the form (1.40) there exists a 4-current density of the form (1.41). For all
physical fields Φphys this current density has a vanishing 4-divergence, i.e.

jµ(x) = πµ(x)δΦ(x)−W µ(x), (1.41)

∂µj
µ(x) = 0, (1.42)

where πµ is defined in (1.29).

Proof:
The 4-divergence of the change of the Lagrange density associated with the

3This situation is similar to gauge invariance in electrodynamics where different forms
of the electromagnetic potentials may be chosen without changing the physical observables
(the electromagnetic field and the quantum-mechanical probability density)

4The theorem is due to Emmy Noether who formulated it in 1918.
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transformation δΦ is the total variation of L

∂µW
µ = δL =

δL
δΦ

δΦ + πµδΦµ

=

{

δL
δΦ

− ∂µπ
µ

}

δΦ + ∂µ (π
µδΦ) . (1.43)

Here we used δΦµ = ∂µδΦ, and the derivative of πµ in the last term on the
r.h.s. is compensated by the second term in the parantheses. So far these were
identical transformations valid for arbitrary fields Φ. Now we specialize to
the physical fields which obey the Euler Lagrange equations (1.18) which just
appear in the parantheses, i.e. the first term on the r.h.s. of (1.43) vanishes for
Φ = Φphys, and we may rewrite (1.43)

0 = ∂µ (π
µδΦ−W µ) = ∂µj

µ.

Thus we have confirmed the vanishing of the 4-divergence of the 4-current
density and obtained the explicit form of this density which exactly agrees
with the statement of the theorem.

1.2.1 Translational invariance. Energy and momentum
conservation

We now consider the simplest symmetry transformation – an infinitesimal
space time transformation

xµ −→ xµ + aµ

Φ (xµ) −→ Φ (xµ + aµ) . (1.44)

The corresponding symmetry transformation δΦ is then obtained by Taylor
expanding the fields in the shifted arguments around the original value

δΦ = Φ (xµ + aµ)− Φ (xµ) = aµ∂
µΦ(x) + . . . , (1.45)

where second order and higher terms are neglected. This is a superposition
of four orthogonal translations – one in time and three in space. Owing to
independence of these translations we can consider (any) one of them choosing
µ = α, where α = 0, . . . 3. Further, we may rescale the coordinate system such
that the shift aα = 1. Then the symmetry transform and its derivative are
simply

δΦ ≈ ∂αΦ(x), (1.46)

δΦµ ≈ ∂αΦµ(x). (1.47)
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Let us now compute the Noether current associated with translations, i.e.
with the symmetry transfrom (1.46). The variation of the Lagrange density L
will now be equivalent to space-time variation of its arguments Φ and Φµ, i.e.

δL(x) =
δL
δΦ

δΦ +
δL
δΦµ

δΦµ =

=
δL
δΦ

∂αΦ +
δL
δΦµ

∂αΦµ ≡ ∂αL(x). (1.48)

Since for a symmetry transformation, the variation of L can be written as a
4−divergence, cf. Eq. (1.40), we can rewrite [transforming to a lower derivative
using Eq. (1.3)]

∂µW
µ ≡ δL(x) = ∂αL(x) = ∂µ [g

µαL(x)] . (1.49)

Comparing the left and right sides of this equation we can identify the four
4−vectors W µ0 . . .W µ3, corresponding to the translation in α−direction. We
combine them into a 4× 4 tensor, W µα(x) ≡ gµαL(x). According to Eq. (1.41)
this yields four Noether currents jµ0 . . . jµ3 which we again combine into a
tensor which is called canonical energy-momentum tensor

T µα
c (x) = πµ(x)∂αΦ(x)− gµαL(x) (1.50)

with the associated four conservation laws

∂µT
µα
c (x) = 0 (1.51)

Separating the time and space components (k = 1, 2, 3) this system can be
rewritten as

∂

∂ct
T 0α
c (x) +

∂

∂xk
T kα
c (x) = 0, (1.52)

or, splitting the α values into a time (α = 0) and space (α = j = 1, 2, 3) part,

∂

∂ct
T 00
c (x) +

∂

∂xk
T k0
c (x) = 0, (1.53)

∂

∂ct
T 0j
c (x) +

∂

∂xk
T kj
c (x) = 0, j = 1, 2, 3, (1.54)

where Eq. (1.54) is a system of three equations.
Equations (1.53) and (1.54) are four coupled local conservation laws connec-

ting temporal changes of the tensor components T 00
c and T 0j

c with the diver-
gence of spatial flux terms. As for any local conservation law we can find the
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associated global balance equation by integrating over space. Then we obtain

d

dt
Pα = 0, α = 0, 1, 2, 3 (1.55)

with Pα(t) =

∫

d3r T 0α
c (r, t), (1.56)

where we transformed the flux term using the Gauss theorem

∫

V

d3r
∂

∂xk
T kα
c (x) =

∮

∂V

dSkT
kα
c (x) = 0, (1.57)

and assumed that the tensor components T kα
c vanish at the system boundary

∂V . While equation (1.53) is the differential energy balance (local energy con-
servation law), equation (1.54) consitutes the local momentum conservation
law for an arbitrary system described by the Lagrangian L. This means we
have obtained four scalar quantities Pα which are conserved.

What is remarkable about this result is its generality. We have not used
any specific system property, we only used its Lagrangian given in terms of
arbitrary fields Φ and considered infinitesimal space-time translations. It is
obvious to guess that Equations (1.55) constitute the conservation laws of
energy and momentum of the field Φ. We can readily verify this hypothesis by
explicitly computing the quantities Pα. Inserting the result (1.50) into equation
(1.55) we find

P 0 =

∫

d3r
{

π(x)Φ̇(x)− L(x)
}

≡
∫

d3rH(x) = H, (1.58)

P k =

∫

d3r π(x)∂kΦ(x), (1.59)

where in the last line we took into account that g0k = 0. The first line exactly
coincides with our result (1.31) for the Hamilton density of the field Φ, i.e
P 0 is nothing but the Hamilton function of the system and its conservation
is the energy conservation law for the field Φ. Thus we can now establish
the meaning of the individual components of the tensor T kα

c and of the local
conservation laws (1.53) and (1.54). The local energy balance (1.53) connects
the time derivative of the Hamilton density T 00

c with the divergence of the
energy current density – the vector with the components (T 10

c , T 20
c T 30

c ). On the
other hand, the momentum balance equation (1.54) relates the time change
of the momentum density vector T 0j

c with the divergence of the stress tensor
T kj
c . In other words the j−column of T kj

c is the momentum current density
corresponding to the j−component of the momentum density T 0j

c .
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We have considered only the simplest kind of symmetry transformation:
space-time translations and established that homogeneity of space and time is
related to conservation of total energy and momentum, respectively. Among
other important symmetry transformation we mention rotations. One can de-
monstrate that isotropy of space-time is directly related to Lorentz invariance,
see [WG93].

1.3 Field quantization

Let us now quantize the pair of canonically conjugate fields, Φ(r, t) and π(r, t),
just as it is done in quantum mechanics. To this end we replace the fields by
operators

Φ(r, t) −→ Φ̂(r, t), (1.60)

π(r, t) −→ π̂(r, t). (1.61)

As in quantum mechanis, the two operators do not commute (Heisenberg un-
certainty principle), and here we generalize the fundamental commutation re-
lation, [r̂i, p̂k] = i~δi,k, to the case of functions of continuous arguments

[Φ̂(r, t), π̂(r′, t)]∓ = i~ δ(r− r′) (1.62)

[Φ̂(r, t), Φ̂(r′, t)]∓ = 0, (1.63)

[π̂(r, t), π̂(r′, t)]∓ = 0. (1.64)

Thus identical fields always commute, while a field and its canonical momen-
tum commute always, except for exactly the same space arguments in both
operators. Also, the commutation relations hold only if both operators ha-
ve the same time arguments. Finally, the subscript ∓ indicates an extension
(beyond standard quantum mechanics) to bosonic (-) and fermionic (+) fields
where we defined the commutator (anti-commutator) by

[Â, B̂]∓ ≡ ÂB̂ ∓ B̂Â. (1.65)

As in quantum mechanics we now apply the correspondence principle sta-
ting that functions of the canonical variables retain the same functional form.
For example, the Hamilton density field now becomes an operator function of
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the same form as in classical field theory, and the same is true for the Lagran-
gian, the energy-momentum tensor and other functions.

L[Φ, Φ̇] −→ L̂[Φ̂, ˆ̇Φ],
H[Φ, π] −→ Ĥ[Φ̂, π̂],

P 0 −→ P̂ 0 =

∫

d3r Ĥ(r), (1.66)

P k −→ P̂ k =

∫

d3r π̂(r)∂kΦ̂(r). (1.67)

Thus the equations of motion following from the Euler-Lagrange equations
will not change their form and be valid also for the operator fields. Similarly,
the conservation laws of classical field theory, Eq. (1.51), remain formally valid
for the operator of the energy-momentum tensor

∂µT̂
µα
c (x) = 0 (1.68)

There is an additional property of the energy-momentum operator P̂α

which we formulate as a theorem:

Theorem: The operator P̂ k generates space translations in the direction rk,
with k = 1, 2, 3, and the operator P̂ 0 generates a time translation of the field
Φ̂ of the following form

[P̂ k(t), Φ̂(r, t)]− =
~

i

∂Φ̂(r, t)

∂rk
, (1.69)

[P̂ 0(t), Φ̂(r, t)]− =
~

i

∂Φ̂(r, t)

∂t
. (1.70)

Since P̂ 0 is nothing but the density of the Hamilton operator, equation (1.70) is
a generalization of Heisenberg’s equation for time-dependent operators to the
case of field operators. Moreover, Eq. (1.69) further generalizes this equation
to space derivatives.

Proof of relation (1.69):
The commutator (1.69) is straightforwardly transformed using the definition
(1.67)

[P̂ k(t), Φ̂(r, t)]− =

∫

d3r′

[

π̂(r′, t)
∂Φ̂(r′, t)

∂r′k
, Φ̂(r, t)

]

−

.
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Transforming the commutator of a product according to [AB,C] = A[B,C] +
[A,C]B yields

∫

d3r′

{

π̂(r′, t)

[

∂Φ̂(r′, t)

∂r′k
, Φ̂(r, t)

]

−

+
[

π̂(r′, t), Φ̂(r, t)
]

−

∂Φ̂(r′, t)

∂r′k

}

.

The first term is zero due to the commutation of Φ̂ with itself, whereas the
second term can be integrated using the commutation relation (1.62), and we
immediately obtain the result (1.69). In a similar way, relation (1.70) is proven
(see problem 2).

We may now combine the two relations (1.70) and (1.69) into a single
four-vector relation

[P̂α(t), Φ̂(x)]− =
~

i
∂αΦ̂(x). (1.71)

Furthermore, we may extend this property to an arbitrary function of the

fields, F̂ [Φ̂, ˆ̇Φ, Φ̂′], i.e.

[P̂α(t), F̂ ]− =
~

i
∂αF̂ (x). (1.72)

An interesting example is F̂ → P̂ µ. Then Eq. (1.72) yields

[P̂α(t), P̂ µ(t)]− =
~

i
∂αP̂ µ(x) = 0. (1.73)

This expression vanhishes because the energy-momentum P̂ µ, Eqs. (1.58),
(1.59) is a conserved quantity and space-independent. Equation (1.73) shows
that the energy-momentum P̂ µ is part of the Poincare algebra, for more details
see Ref. [WG93].

1.4 Phonons

As the first application of canonical field theory and field quantization we
consider a continuous elastic medium which can perform oscillations around
its equilibrium state. This generalizes our previous models, such as the one-
dimensional chain or string, cf. Sections 2.4.1 and 2.5.1.

The state of the system is described by the displacement field q(r, t) des-
cribing the local perturbation of the medium around the equilibrium position.
The Lagrange density is the three-dimensional generalization of our previous
1d−result (2.87),

L[q̇(r, t),q′(r, t)] =
ρ

2

3
∑

1=1

{

(

∂qi(r, t)

∂t

)2

− c2
3

∑

j=1

(

∂qi(r, t)

∂xj

)2
}

=
3

∑

1=1

Li
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Here ρ is the mass density, c =
√

σ
ρ
is the propagation speed, and σ is the

elastic tension. For the relation of these quantities to the discrete chain we
refer to Section 2.5.1. Here our goal is primarily to demonstrate the applica-
tion of the methods of field theory, so we will limit ourselves to the simplest
example of elastic deformations: we will consider only longitudinal deforma-
tions and assume that σ is isotropic which leads to a direction-independent
velocity c. Extensions to anisotropic systems and transverse excitations are
straightforward.

1.4.1 Application of canonical field theory

Let us now apply our general field theory results to the present system.

1. We have to identify the general field variable Φ. Here the fields are re-
placed by a vector field q or three independent scalar fields q1, q2, q3, i.e.
Φl −→ qi, which we already indicated in the arguments of the Lagrange
density (1.74).

2. Apply the general Euler-Lagrange equation (1.30) to the deformation
field and evaluate the partial derivatives. For a fixed value i = 1, 2, 3 we
have

0 =
δLi

δqi
− d

dt

δLi

δq̇i
−

3
∑

k=1

∂

∂xk
δLi

δ (∂xk
qi)

= 0− ρ
d

dt
q̇i + ρc2

N
∑

k,j=1

∂

∂xk
∂qi
∂xj

δj,k

= q̈i − c2∆qi, (1.74)

where, in the last line, we have canceled the common factor ρ. Thus we
have obtained from the Euler-Lagrange equations a 3D wave equation,
separately for each displacement component qi.

3. We now calculate the canonical momentum, applying Eq. (1.28),

πi =
δLi

δq̇i
= ρq̇i, i = 1, 2, 3, (1.75)

where φi is the momentum density associated with the deformation qi
which generalizes the mechanical momentum pi to continuous systems
by the simple replacement m −→ ρ.
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4. Next, we compute the Hamilton density, according to Eq. (1.32), where
we have to eliminate q̇i by the momentum, Eq. (1.75),

H =
3

∑

i=1

{πiq̇i − Li}

=
ρ

2
~̇q 2 +

3
∑

i,j=1

ρc2

2

(

∂qi
∂xj

)2

=
~π 2

2ρ
+
σ

2

3
∑

i,j=1

(

∂qi
∂xj

)2

. (1.76)

Obviously, the first term is the kinetic energy density, whereas the sum
contains all contributions to the potential energy arising from elastic
tensions in the medium.

5. The energy-momentum tensor follows form the general definition (1.50),
µ, α = 0, 1, 2, 3,

T µα
c (x) = πµ(x)∂αΦ(x)− gµαL(x), (1.77)

In particular, the total energy and momentum of the displacement field
are obtained from Eqs. (1.58) and (1.59)

H(t) =

∫

d3r
3

∑

i=1

{πi(r, t)q̇i(r, t)− Li(r, t)} =

∫

d3rH(r, t), (1.78)

P k(t) =

∫

d3r
3

∑

i=1

πi(r, t)∂
kqi(r, t), k = 1, 2, 3 (1.79)

These equations are the basis for the mechanics of elastic continuous media,
including fluids and solids.

1.4.2 Expansion in terms of eigenfunctions

The solutions of the equation of motion (1.74) are oscillations or waves which
depend on the initial and boundary conditions. Stationary solutions which
solve Poisson’s equations are standing waves with wave vector k. We may
model an infinite system by considering a cube of side length L with volume
V = L3 and using periodic boundary conditions5. Then the solutions are given

5The limit of an infinite system, L → ∞ can be performed at the end.
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by

uk(r) = ek
eikr

L3/2
, ek =

k

k
, (1.80)

and, obviously, form a complete orthonormal system
∫

V

d3r uk(r)u
∗
k′(r) = δk,k′ . (1.81)

Here we have chosen longitudinal polarization of the oscillations, i.e. ek ∼ k.
The system (1.80) forms a basis for arbitrary displacements,

q(r, t) =
∑

k

Bk {bk(t)uk(r) + b∗
k
(t)u∗

k
(r)} , (1.82)

where we included arbitrary time-dependent complex expansion coefficients
and added the complex conjugate of the modes to assure that the displacement
is real. The real coefficients Bk are introduced in order to adjust lateron the
amplitude of the functions bk(t) to one. Inserting the ansatz (1.82) into the
wave equation (1.74)

0 =
∑

k

Bk

{(

b̈k(t) + c2k2bk(t)
)

uk(r) +
(

b̈∗
k
(t) + c2k2b∗

k
(t)

)

u∗
k
(r)

}

,

yields a condition for the coefficients bk(t). Since the functions uk form an
orthonormal system, this equation can only be fulfilled if the terms in all
parentheses vanish simultaneously, i.e. for all k,

b̈k(t) + c2k2bk(t) = 0, with the solution bk(t) = bk0 e
−iωkt, (1.83)

and the dispersion relation ωk = c · k. By properly choosing the Bk we can
always use |bk0| = 1 leaving open an arbitrary phase φ, i.e. bk0 = eiφk , which
allows to fulfill the initial condition. Thus the final result for the displacement
is

q(r, t) =
1

L3/2

∑

k

ekBk

{

bk0e
−i(ωkt−kr) + b∗

k0e
i(ωkt−kr)

}

. (1.84)

We can immediately write down the corresponding normal mode expansion of
the canonically adjoint field, the momentum, Eq. (1.75), by differentiating the
expansion (1.84) with respect to time,

π(r, t) = −i ρ

L3/2

∑

k

ekBkωk

{

bk0e
−i(ωkt−kr) − b∗

k0e
i(ωkt−kr)

}

. (1.85)

Note the sign change in front of the adjoint contribution.
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1.4.3 Quantization of the displacement field

Let us now quantize the canonical fields qi and πi with i = x, y, z by introducing
operators. We replace qi −→ q̂i and πi −→ π̂i and require that the standard
canonical commutation relations are fulfilled,

[q̂i(r, t), π̂l(r
′, t)] = i~ δi,l δ(r− r′), (1.86)

whereas the commutators of two identical fields are zero. Again, the two fields
are taken at equal times. We now consider the normal mode representation
(1.84) of the displacement field and the momentum, Eq. (1.85). Replacing
here the fields by operators requires to introduce two independent operators
(for each mode) also on the right hand sides. The only reasonable way of doing
this is to replace the phase factors by operators, bk0 −→ b̂k and b∗

k0 −→ b̂†
k
.

I.e. the normal mode expansion of the operators becomes

q̂(r, t) =
1

L3/2

∑

k

ekBk

{

b̂ke
−i(ωkt−kr) + b̂†

k
ei(ωkt−kr)

}

, (1.87)

π̂(r, t) =
−iρ
L3/2

∑

k

ekBkωk

{

b̂ke
−i(ωkt−kr) − b̂†

k
ei(ωkt−kr)

}

. (1.88)

What remains is to establish the commutation relation between these ope-
rators. The criterion is, of course, that the original commutation relation (1.86)
is satisfied. To this end we calculate the commutator of the i and l components
of (1.87) and (1.88) and set it equal to the r.h.s. of (1.86),

i~ δi,l δ(r− r′) =
−iρ
L3

∑

kk′

kik
′
l

kk′
BkBk′ωk′

[{

b̂ke
−i(ωkt−kr) + b̂†

k
ei(ωkt−kr)

}

,

×
{

b̂k′e−i(ωk′ t−k
′
r
′) − b̂†

k′e
i(ωk′ t−k

′
r
′)
}]

. (1.89)

This equation can be satisfied by imposing, as an ansatz, the following bosonic
commutation relations

[b̂k, b̂k′ ] = [b̂†
k
, b̂†

k′ ] = 0 , (1.90)

[b̂k, b̂
†
k′ ] = δk,k′ . (1.91)

Then, from the four commutators in (1.89) only two involving b̂ and b̂† remain
(giving identical contributions, therefore, the factor 2) where k′ = k, and we
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cancel the time-dependent exponents

~

ρ
δi,l δ(r− r′) =

2

V

∑

kk′

kik
′
l

kk′
BkBk′ωk′

[

b̂k, b̂
†
k

]

×e−i(ωk−ωk′ )tei(kr−k
′
r
′) (1.92)

=
2

V

∑

k

kikl
k2

B2
k
ωke

ik(r−r
′)

−→ 2

∫

d3k
kikl
k2

B2
k
ωke

ik(r−r
′). (1.93)

Since we consider a macroscopic system with L −→ ∞, the wave vector spec-
trum is quasi-continuous, and we could, in the last line, replace the sum
V −1

∑

k by an integral over kx, ky, kz, from minus to plus infinity. This in-
tegral vanishes if i 6= l, since the integrand of the ki and kl integrals is an odd
function, which is in agreement with the Kronecker symbol on the l.h.s. On
the other hand, in an isotropic medium, we expect that Bk = Bk. Then, for
i = l, the integral is independent of i, i.e. the integrals involving k2x, k

2
y and

k2z are equal to each other and equal the integral containing k2/3. Thus the k
factors cancel and the 3d integral over k yields a delta function δ(r−r′), again
in agreement with the l.h.s. What is left to satisfy Eq. (1.93) is to properly
choose the amplitudes Bk, with the result

Bk =

(

~

2× 3ρωk

)1/2

=
L3/2

61/2
x0k, (1.94)

where we have used ρ = m/L3 and introduced the oscillator ground state wave
function extension x0k of mode k, x0k = (~/mω)1/2. The final expression (1.94)
shows that Bk has the dimension length to the power 5/2 as it should be to
guarantee the correct dimension (length) of the displacement q, cf. Eqs. (1.84)
and (1.87).

With this we can write down the final expression for the operator of an
arbitrary displacement in terms of the eigenfunctions of the elastic medium
and their creation and annihilation operators,

q̂(r, t) =

(

~

6ρL3

)1/2
∑

k

ek

ω
1/2
k

{

b̂ke
−i(ωkt−kr) + b̂†

k
ei(ωkt−kr)

}

. (1.95)

Finally we compute the Hamilton operator corresponding to the Hamilton
function (1.76) and express it interms of the operators b̂k and b̂†k. According to
the correspondence principle, we rewrite Eq. (1.76) in terms of operators

Ĥ =

∫

d3r

{

~̂π 2

2ρ
+
σ

2

3
∑

i,j=1

(

∂q̂i
∂xj

)2
}

. (1.96)
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Inserting now the normal mode expansions (1.87) and (1.88) we obtain (see
Problem 3)

Ĥ =
∑

k

~ωk

(

n̂k +
1

2

)

, (1.97)

where n̂k = b̂†
k
b̂k is the number operator corresponding to mode k. With

expression (1.97) we have succeeded to diagonalize the hamiltonian of the
elastic continuum and brought it to a very intuitive form: the hamiltonian
is a superposition of independent quantized normal mode contributions, each
having the form of a 1d linear harmonic oscillator with an occupation number
operator and a zero point energy. This allows for a clear interpretation of
the operators b̂†

k
and b̂k: they create (annhilate) and elementary excitation

characterized by the energy ~ωk and momentum ~k. These excitations are
called phonons. The time and space dependence of the elastic deformation
corresponding to the phonon mode k is given by a monochromatic plane wave,
cf. Eq. (1.95).

In the k−sum we encounter the same problem as in Sec. 2.5.2: if the number
of modes is infinite the sum diverges due to the infinite contribution of the
ground state contribution. Thus, a cut-off is necessary (renormalization).

Time-dependent creation and annihilation operators. The operators b̂
and b̂† which were introduced in Eqs. (1.87) and (1.88) were time-independent.
We simply replaced the phase factors bk0 and b∗

k0 by operators and left the
time-dependence in the classical expressions (1.84) and (1.85) unchanged. Let
us now discuss an alternative approach which leads to the same hamiltonian
(1.97) and is frequently used. We then use new operators b̂(t) and b̂†(t) where
the time-dependence is still open. Then the expansion of the displacement
operator becomes

q̂(r, t) =

(

~

2 · 3ρL3

)1/2
∑

k

ek

ω
1/2
k

{

b̂k(t) e
ikr + b̂†

k
(t) e−ikr

}

. (1.98)

We can find the time-dependence, as in the classical case, by inserting (1.98)
into the wave equation (1.74) which yields b̂k(t) = b̂ke

−iωkt and b̂†
k
(t) = b̂†

k
eiωkt.

Alternatively, we can compute the time-derivative of the creation and anni-
hilation operators by using the general Heisenberg equations of canonical field
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theory, Eq. (1.70) with the hamiltonian (1.97):

i~
db̂k
dt

=
[

b̂k, Ĥ
]

=
∑

k′

~ωk′

[

b̂k,

(

n̂k′ +
1

2

)]

=
∑

k′

~ωk′

[

b̂k, b̂
†
k′ b̂k′

]

=
∑

k′

~ωk′

{

b̂†
k′

[

b̂k, b̂k′

]

+
[

b̂k, b̂
†
k′

]

b̂k′

}

= ~ωkb̂k,

where, in the last line, we used the commutation relations (1.90), (1.91). The
solution of this equation yields the previous result b̂k(t) = b̂ke

−iωkt.
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1.5 Quantization of the free electromagnetic

field. Photons

We now apply the formalism of canonical field theory to the electromagnetic
field which is determined by Maxwell’s equations. We will quantize the Maxwell
field and will obtain the elementary excitations of the electromagnetic field –
the photons.

1.5.1 Maxwell’s equations. Electromagnetic potentials.
Field tensor

Let us recall the basic quantities and equations of electrodynamics. The equa-
tions of motion of the electromagnetic field coupled to charges and currents
are given by (2.10,2.11)

divE(r, t) = 4πρ(r, t), ∇× E(r, t) = −1

c

∂B(r, t)

∂t
, (1.99)

divB(r, t) = 0, ∇×B(r, t) =
4π

c
j(r, t) +

1

c

∂E(r, t)

∂t
. (1.100)

The charge and current densities ρ, j are not independent but are coupled via
the charge conservation law (continuity equation)

∂ρ(r, t)

∂t
+ div j(r, t) = 0. (1.101)

All equations are local, i.e. all quantities appear with the same space and time
arguments.

Two of Maxwell’s equations (1.99,1.100) are satifsfied exactly by introdu-
cing the scalar and vector potentials, φ and A, according to

B = ∇×A, (1.102)

E = −∇φ− 1

c
Ȧ, (1.103)

where Eq. (1.102) solves the third of Maxwell’s equations and Eq. (1.103) the
second. In the remaining two equations the fields can be eliminated giving rise
to

−∇2φ− 1

c
∇Ȧ = 4πρ, (1.104)

(

1

c2
∂2

∂t2
−∆

)

A =
4π

c
j− 1

c
∇
(

c divA+ φ̇
)

, (1.105)
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where, in the second line, we used rot rot = −∆ + grad div. The definition of
the potentials is not unique. The equations for the measurable quantities –
the electric and magnetic field strength E and B remain unchanged under any
gauge transformation χ(r, t) of the potentials

A −→ A+∇χ, (1.106)

φ −→ φ− χ̇. (1.107)

Below we will use this gauge freedom to simplify the field equations. In parti-
cular, we will use the Coullomb gauge, ∇A = 0, and the Lorentz gauge. The
idea of the latter is to eliminate the second term on the r.h.s. of Eq. (1.105),
which is achieved by the following relation between A and φ

c divA+ φ̇ = 0. (1.108)

This allows to transform the equations for the potentials into two decoupled
wave equations,

(

1

c2
∂2

∂t2
−∆

)

φ = 4πρ, (1.109)

(

1

c2
∂2

∂t2
−∆

)

A =
4π

c
j. (1.110)

This highly symmetric form is, of course, no conincidence but reflects rela-
tivistic covariance of the equations of the electromagnetic fields. This property
can be made explicit by combining the scalar equation (1.109) and the vector
equation (1.110) into a single equation by introducing the four-vector notation,
as we did in section 1.1, but now for the electrical charge density and current
density and for the potentials,

jµ = (cρ, j), (1.111)

Aµ = (φ,A). (1.112)

Recalling the definition of the D’Alambert operator � = ∂µ∂
µ = 1

c2
∂2

∂t2
−∆ we

can rewrite the wave equations (1.109), (1.110)

�Aµ =
4π

c
jµ (1.113)

which is a covariant form of Maxwell’s equations. Both sides are 4−vectors
showing that this equation is Lorentz invariant. Analogously, we may introdu-
ce a 4−vector form for the continuity equation (1.101), the gauge transform



36 KAPITEL 1. CANONICAL QUANTIZATION

(1.106), (1.107) and the Lorentz gauge condition (1.108)

∂µj
µ = 0, (1.114)

Aµ −→ Aµ − ∂µχ,

∂µA
µ = 0, (1.115)

which are again Lorentz invariant.
While the Lorentz gauge is mathematically appealing, due to the symmetry

between φ and A, it partly masks the physical nature of the electromagnetic
field suggesting the existence of four independent wave modes. However, this
is not the case. As in the case of the displacement field, Sec. 1.4, there exist
only three orthogonal wave excitations – one longitudinal (parallel to the wave
vector k) and two transverse ones (perpendicular to k). This is also obvious
from the Lorentz gauge (1.115) which couples the four components of Aµ, lea-
ving only three of them independent. We will return to this question in Section
1.5.4 when we quantize the two transverse components of the electromagnetic
field.

While the covariant formulation of the potentials is given by the 4−vector
Aµ, the corresponding representation of the electric and magnetic field strengt-
hs is the field tensor (for more details see textbooks on electrodynamics, e.g.
[LL62])

F µν = ∂µAν − ∂νAµ =









0 −E1 −E2 −E3

E1 0 −B3 B2

E2 B3 0 −B1

E3 −B2 B1 0









(1.116)

which is anti-symmetric and gauge-invariant and has the following properties
(i, j, k = 1, 2, 3)

F µν = −F νµ, (1.117)

F k0 = Ek, (1.118)

F ij = −ǫijkBk, (1.119)

Bk = −1

2
ǫkijF

ij, (1.120)

where ǫijk is the completely antisymmetric tensor 6.

6ǫijk = 0 unless i, j, k are different and ǫijk = 1 (ǫijk = −1) if i = 1, j = 2, k = 3
(i = 1, j = 3, k = 2) and analogously for cyclic permutations. The tensor ǫijk has the same
properties.
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For completeness we give also the tensor with the lower indices which fol-
lows from the general tensor relations (1.6)

Fµν = gµµ′gνν′F
µ′ν′ =









0 E1 E2 E3

−E1 0 −B3 B2

−E2 B3 0 −B1

−E3 −B2 B1 0









, (1.121)

where gµµ′ is the metric tensor (1.4). Fµν is also antisymmetric and differs
from F µν only by the signs of the electric field components. The complete
description of the electromagnetic field requires a second tensor, the so-called
dual tensor F̃ µν given by

F̃ µν =
1

2
ǫµναβFαβ =









0 −B1 −B2 −B3

B1 0 E3 −E2

B2 −E3 0 E1

B3 E2 −E1 0









(1.122)

which follows from F µν by the so-called dual transform where the electric and
magnetic fields are interchanged with the following sign change, (E,B) −→
(B,−E). The antisymmetric tensor ǫµναβ is the generalization of ǫµνα. Verifi-
cation of the components of the tensor F̃ µν is subject of problem 4.

The two field tensors can be used to construct Lorentz invariants of the field
which are of particular importance for the further analysis, in particular, for
the construction of the Lagrange density and the action of the electromagnetic
field in Sec. 1.5.2. In fact, one can show (see problems 5,6) that there exist two
invariants,

F µνFµν = 2
(

B2 − E2
)

, (1.123)

F̃ µνFµν = −4B · E . (1.124)

The first is a Lorentz scalar and the second a pseudo-scalar 7. Finally, we use
the tensors to give another co-variant formulation of Maxwell’s equations which
follow from equation (1.113). In fact, differentiating the field tensor (1.116),
we obtain

∂µF
µν = ∂µ (∂

µAν − ∂νAµ) (1.125)

= �Aν − ∂ν∂µA
µ

= �Aν =
4π

c
jν ,

7it involves a 3d scalar product rather than a scalar product of two 4−vectors
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where the second term in the second line vanishes due to the Lorentz gau-
ge condition (1.115) and, in the last line, we have used Maxwell’s equations
(1.113). These are four equations since ν = 0, 1, 2, 3. For ν = 0, inserting the
0−th column of the tensor, F µ0, yields divE = 4πρ, whereas the equations
for ν = 1, 2, 3 yield ∇ × B − Ė/c = 4πj/c, i.e. we recover two of Maxwell’s
equations.

Note that another differentiation of the l.h.s. of (1.125) yields zero, i.e.
∂ν∂µF

µν = 0 which is a consequence of definition (1.116) and of the Lorentz
gauge. This requires that also the r.h.s. vanishes, i.e. ∂νj

ν = 0, showing that
fulfilment of the continuity equation (1.114) by the charge and current density
is a necessary condition for internal consistency of the electromagnetic field
equations. The second pair of Maxwell’s equations is given by the dual tensor:

∂µF̃
µν = 0. (1.126)

When inserting the components of the dual tensor into this equations, we
obtain, for ν = 0, divB = 0 and, for ν = 1, 2, 3,∇×E+Ḃ/c = 0, i.e. we recover
the remaining two equations. In contrast to the equations for F µν which couple
to the electrical current density jν these equations have a zero r.h.s. This is a
consequence of the incomplete symmetry between electric and magnetic field,
arising from the nonexistence of magnetic monopoles (“magnetic charges”).

1.5.2 Lagrange density of the free electromagnetic field

Let us now discuss how to construct the Lagrange density of the electroma-
gnetic field. The Lagrange density L has the dimension of an energy density
which, for the electromagnetic field, is well known and given by (E2+B2)/8π.
Furthermore, L has to be Lorentz invariant and gauge invariant. While gauge
invariance would be satisfied if L depends only on E and B, Lorentz invarian-
ce is achieved if L is expressed by a combination of the two invariants (1.123)
and (1.124). In fact, the first invariant (1.123) is sufficient and we rewrite it in
terms of the field tensor

L =
1

8π

(

E2 −B2
)

= − 1

16π
F µνFµν . (1.127)

The prefactor is arbitrary but, together with the factor 2 in Eq. (1.123), we
may expect that 1/16π will yield the correct field energy. The minus sign is a
guess which will lateron be confirmed by the correct sign of the field energy.

Our goal now is to express L in terms of the electromagnetic potentials Aµ,
i.e. to find the functional form L[Aµ, ∂µAν ]. Using the definition of the field
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tensor (1.116) we obtain from (1.127) and (1.116)

−16πL = F µν (∂µAν − ∂νAµ)

= F µν∂µAν − F νµ∂µAν

= 2F µν∂µAν ,

where the second line was obtained by exchanging, in the second term, the
indices ν and µ. 8 Thus, the final result is

L = − 1

8π
(∂µAν − ∂νAµ) ∂µAν

showing that the Lagrange density does not depend on the potential, but only
the derivative, L = L[∂µAν ].

We now derive the equations of motion of the electromagnetic field from
the general Euler-Lagrange equations (1.18). Substituting Aν for the general
field variable Φl, we obtain

0 =
δL
δAν

− ∂µ
δL

δ∂µAν

, ν = 0, . . . 3, (1.128)

which is a system of four equations. The first term vanishes because L is
independent of Aν , whereas the second is most easily evaluated starting from
expression (1.127)

− δL
δ∂µAν

= 2
F µν

16π

δFµν

δ∂µAν

=
F µν

4π
, (1.129)

so the Euler-Lagrange equations become

∂µF
µν = 0, (1.130)

i.e. we recover Maxwell’s equations in the form (1.125). The zero of the r.h.s.,
i.e. missing current density, is due to the fact that we started from the Lagrange
density of the free electromagnetic field. The generalization to nonzero charge
density will be considered below in Sec. 1.6.

After having derived the field equations from the Lagrange density we can
now use the Lagrange density to find the canonical momentum and the energy-
momentum tensor of the electromagnetic field. Using the general definition
(1.28) of the canonical momentum we can write, using the result (1.129),

π0ν =
δL

δ∂0Aν

= −F
0ν

4π
, ν = 0, 1, 2, 3. (1.131)

8Recall that summation over the repeated indices µ and ν is implied, so interchanging
the indices does not affect the result.
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Inserting the 0−th row of the field tensor, we immediately obtain that π00 =
F 00 = 0, i.e. there exists no canonical momentum for the zero component of
Aν . In other words, A0 = φ is not a dynamical variable of the electromagnetic
field. The remaining three components of the momentum are given by F 0k, k =
1, 2, 3, with the result that the momentum vector which is canonically adjoint
to the vector potential A is given by the electric field:

~π0 =
E

4π
(1.132)

The special role of the scalar potential is obvious from the fact that, by choosing
a certain gauge, φ can be arbitrary.

Let us now derive the energy-momentum tensor of the electromagnetic field.
We start from the general energy-momentum tensor of canonical field theory,
Eq. (1.50),

T µα
c (x) = πµ(x)∂αΦ(x)− gµαL(x).

Dropping the subscript “c”, switching to the corresponding expression with
the subscript α and replacing the scalar fields by four-vectors, Φ → Aν and
πµ → πµν = −F µν/4π, generalizing the expression (1.131), we obtain 9

T µ
α = πµν∂αAν − gµαL = −F

µν

4π
∂αAν − gµαL.

In the first term on the right we now use the definition (1.116) of the field
tensor,

F µν∂αAν = F µν (Fαν + ∂νAα)

= F µνFαν + ∂ν (F
µνAα)− (−)[∂νF

νµ]Aα, (1.133)

where the last term vanishes due to Maxwell’s equations. Also, the second term
on the right, being a full 4-divergence, has no influence on the conservation
laws and can be dropped. Then, using expression (1.127), we finally obtain

T µ
α = −F

µν

4π
Fαν +

1

16π
gµαF

βνFβν

= −F
µν

4π
Fαν −

1

8π
gµα

(

E2 −B2
)

, (1.134)

where, in the last line, we used the field invariant (1.123). This tensor is sym-
metric, gauge invariant and Lorentz invariant, as it should be.

9Note that, when changing from superscript α to subscript α, the tensor elements trans-
form according to Eqs. (1.8), i.e. T 0

α = T 0α and T β
α = −T βα for β 6= 0 and arbitrary

α.
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As it follows from canonical field theory, the energy-momentum tensor
obeys the following four conservation laws

0 = ∂µT
µ
α , α = 0, 1, 2, 3, (1.135)

and directly yields the energy density (Hamilton density)

H = T 0
0 = −F

0ν

4π
F0ν −

1

8π
g00

(

E2 −B2
)

,

= − 1

4π

(

−E2
1 − E2

2 − E2
3

)

− 1

8π

(

E2 −B2
)

=
1

8π

(

E2 +B2
)

, (1.136)

and the momentum density of the field (k−component), see footnote 9,

Sk = −Sk = −T 0
k =

F 0ν

4π
Fkν ,

where the second part of the tensor does not contribute. Using the properties
of the tensor (1.118) and (1.119) we obtain

Sk =
1

4π
(−Eν)(−ǫkνjBj) =

1

4π
(E×B)k .

From this the total energy of the electromagnetic field (Hamilton function)
and the total momentum (Poynting vector) are obtained by integration over
the whole volume

H(t) =
1

8π

∫

d3rH(r, t) =
1

8π

∫

d3r
(

E2(r, t) +B2(r, t)
)

, (1.137)

P(t) =
1

4π

∫

d3r c · S(r, t) = c

4π

∫

d3rE(r, t)×B(r, t). (1.138)

Using the results for the energy and momentum density, we can now explicitly
write down the local conservation laws of energy and momentum (1.135), after
multiplication with c

∂

∂t
H + divcS = 0 (1.139)

∂

∂t
Sk +

∂

∂xj
cT jk = 0, j, k = 1, 2, 3, (1.140)

4πT jk = −
(

EjEk +BjBk
)

+
1

2
δj,k

(

E2 +B2
)

, (1.141)

where we identified the pressure tensor of the electromagnetic field T jk.
Problem 7: Verify the expression (1.141) by direct evaluation of the tensor

components (1.134).
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1.5.3 Normal mode expansion of the
electromagnetic field

We now wish to analyze the eigenmodes of the free electromagnetic field. These
are the solutions of Maxwell’s equations in vacuum with zero external char-
ges and currents. The formal structure of the equations of motion depends
on the chosen gauge: in the Lorentz gauge there exists a wave equation for
the four-dimensional vector potential Aµ, cf. Eq. (1.113), however the electro-
magnetic field in vacuum is transverse, i.e. electric and magnetic field vectors
oscillate perpendicular to the wave vector k (and orthogonal to each other).
This means there exist only two possible polarizations of the electromagnetic
field along the two axes in the plane perpendicular to k. Furthermore, we have
seen from the Lagrange formalism, cf. Sec. 1.5.2, that the scalar potential (the
zero component of Aµ) is not a dynamical variable (there exists no canonical
momentum associated with φ).

Thus, the Lorentz gauge masks the intrinsic properties of the field in vacu-
um and it, therefore, is advantageous to use the Coulomb gauge given by

divA = 0, (1.142)

φ ≡ 0, (1.143)

where the last line follows from the continuity equation (1.101), which yields
φ̇ = 0 and, in the absence of charges, we may set the potential equal to zero.

We now perform an expansion of the fields in terms of a complete set of
eigenmodes. To this end we consider the case that the field is confined to a cube
with side length L, i.e. the eigenmodes will be plane waves with two possible
transverse polarizations, λ = 1, 2, which form a complete orthonormal set of
functions

uλ,k(r) =
eikr

L3/2
~eλ,k, (1.144)

∑

λ=1,2

elλ,ke
j
λ,k = δl,j −

klkj
k2

, (1.145)

∫

d3r u∗
λ,k(r)uλ′,k′(r) = δλ,λ′δk,k′ .

Eq. (1.145) is a compact mathematical form of the completeness and trans-
versality condition which is easy to understand. Given the wave vector k we
may decompose any vector B into a parallel and a perpendicular component
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by applying the parallel and transverse projection operator, respectively

B = B|| +B⊥, (1.146)

B|| = P̂||B = k
k ·B
k2

, (1.147)

B⊥ = P̂⊥B = (1̂− P̂||)B = B− k
k ·B
k2

, (1.148)

which, in a Cartesian basis in wave number space10, are represented by the
tensors

P ij
|| =

kikj
k2

, (1.149)

P ij
⊥ = δij −

kikj
k2

. (1.150)

The system (1.144) forms a basis for arbitrary realizations of the fields
Aµ and πµ = −Ȧµ/(4πc). We introduce time-dependent expansion coefficients
bλ,k(t) and have to ensure that the fields are real functions:

A(r, t) =
∑

k λ

Bλ,k

{

bλk(t)uλ,k(r) + b∗λ,k(t)u
∗
λ,k(r)

}

, (1.151)

The real coefficients Bλ,k are introduced in order to adjust lateron the ampli-
tude of the functions bλ,k(t) to one. Inserting the ansatz (1.151) into the wave
equation (1.113) with jµ = 0

0 =
∑

λ k

Bλ,k

{(

b̈λ,k(t) + c2k2bλ,k(t)
)

uλ,k(r) +
(

b̈∗λ,k(t) + c2k2b∗λ,k(t)
)

u∗
λ,k(r)

}

,

yields a condition for the coefficients bλ,k(t). Since the functions uλ,k form
an orthonormal system, this equation can only be fulfilled if the terms in all
parantheses vanish simultaneously, i.e. for all k and λ

b̈λ,k(t) + c2k2bλ,k(t) = 0, with the solution bλ,k(t) = bλ,k0 e
−iωkt, (1.152)

and the dispersion relation, ωk = ck, which is independent of the polarization
λ. By properly choosing the Bλ,k we can always use |bλ,k0| = 1 leaving open an
arbitrary phase φ, i.e. bλ,k0 = eiφλ,k , which allows to fulfill the initial condition.
Thus the final result for the vector potential is

A(r, t) =
1

L3/2

∑

λ k

eλ,kBλ,k

{

bλ,k0e
−i(ωkt−kr) + b∗λ,k0e

i(ωkt−kr)
}

. (1.153)

10For the representation in coordinate space, see Sec. 1.5.4
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We can immediately write down the corresponding normal mode expansion of
the canonically adjoint field, the momentum π, by differentiating the expansion
(1.153) with respect to time,

π(r, t) = i
1

L3/2

∑

λ k

eλ,k
Bλ,kωk

4πc

{

bλ,k0e
−i(ωkt−kr) − b∗λ,k0e

i(ωkt−kr)
}

. (1.154)

Note the sign change in front of the adjoint contribution.

1.5.4 Quantization of the electromagnetic field

In Sec. 1.5.2 we have derived the canonical conjugate field variables for the
free electromagnetic field – the 4-potential Aµ and the 4-momentum field. We
now want to quantize these fields by replacing these quantities by operators
and imposing the proper commutation relations. The quantization rules are

Aµ −→ Âµ, (1.155)

π0k =
1

4π
Ek = − 1

4πc
Ȧk −→ π̂k = − 1

4πc

d

dt
Âk, k = 1, 2, 3, (1.156)

[

Âk(r, t), π̂j(r′, t)
]

= i~ δTj,k(r− r′), (1.157)

δTj,l(r) =

∫

d3k

(2π)3
P jl
⊥ (k) eikr, (1.158)

where the 0 component of π is zero. The commutation rules (1.157) are analo-
gous to those of the displacement field, Sec. 1.311. However, since there exist
only two independent field components which are orthogonal to k we have
replaced the three-dimensional delta function by the 2d transverse delta func-
tion which is the Fourier transform of the transverse projection tensor (1.150).
By inserting the definition (1.150) into relation (1.158) we find an alternative
representation,

δTj,k(r) = δj,kδ(r) +
1

4π
∂rj∂rk

1

r
. (1.159)

We now apply the normal mode expansions (1.153) and (1.154) to the
quantized fields. Quantization in these expressions is performed by replacing

11We use bosonic commutation rules. This choice will be discussed at the end of this
section
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the expansion coefficients by operators, bλ,k0 → b̂λ,k and b∗λ,k0 → b̂†λ,k, i.e.

~̂A(r, t) =
1

L3/2

∑

λ k

eλ,kBλ,k

{

b̂λ,ke
−i(ωkt−kr) + b̂†λ,ke

i(ωkt−kr)
}

, (1.160)

~̂π(r, t) =
i

L3/2

∑

λ k

eλ,k
Bλ,kωk

4πc

{

b̂λ,ke
−i(ωkt−kr) − b̂†λ,ke

i(ωkt−kr)
}

. (1.161)

The expansion coefficient b̂†λ,k (b̂λ,k) has the clear meaning of a creator (annihil-
ator) of an elementary excitation of the electromagnetic field mode (λ,k, ωk),
i.e. of a photon. What is left now is to obtain the commutation relations for
these photon operators. To this end, we use the commutation relation (1.157)
and insert the expansions (1.160) and (1.161) and divide by i~

∑

λ k λ′ k′

ejλ,ke
l
λ′,k′

Bλ,kBλ′,k′ωk′

4πc~L3
× (1.162)

[{

b̂λ,ke
−i(ωkt−kr) + b̂†λ,ke

i(ωkt−kr)
}

,
{

b̂λ′,k′e−i(ω′

k
t−k

′
r
′) − b̂†λ′,k′e

i(ω′

k
t−k

′
r
′)
}]

= δTj,l(r− r′).

This equation is fulfilled by the following bosonic commutation rules
[

b̂λ,k, b̂λ′,k′

]

=
[

b̂†λ,k, b̂
†
λ′,k′

]

= 0, (1.163)
[

b̂λ,k, b̂
†
λ′,k′

]

= δk,k′δλ,λ′ . (1.164)

Then Eq. (1.162) reduces to

δTj,l(r− r′) = (1.165)

−2
∑

λ k λ′ k′

ejλ,ke
l
λ′,k′

Bλ,kBλ′,k′ωk′

4πc~L3
δk,k′δλ,λ′ × (1.166)

ei(ω
′

k
−ωk)te−i(k′

r
′−kr) =

∑

k

e−ik(r′−r)
∑

λ

ejλ,ke
l
λ,k

−B2
λ,kωk

2πc~L3
. (1.167)

According to the completeness relation (1.145), the sum over λ yields the
transverse projector P jl

⊥ , provided there is no λ−dependent coefficient. Final-

ly, the k-sum is just the Fourier transform of P jl
⊥ which is nothing but the

transverse delta function, cf. Eq. (1.158), if there is no k−dependent coeffi-
cient. The requirements on the coefficients are readily fulfilled by choosing
Bk = (−2π~cL3/ωk)

1/2.
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Thus we have succeeded in finding the normal mode representation of the
field operators of the electromagnetic field which obey bosonic commutation
rules. The final result for the field operators which follows from inserting the
coefficients into (1.160,1.161) is given by

~̂A(r, t) =
√
2π~c

∑

λ k

eλ,k

ω
1/2
k

{

b̂λ,ke
−i(ωkt−kr) + b̂†λ,ke

i(ωkt−kr)
}

, (1.168)

~̂π(r, t) = i

√

~

8πc

∑

λ k

eλ,kω
1/2
k

{

b̂λ,ke
−i(ωkt−kr) − b̂†λ,ke

i(ωkt−kr)
}

. (1.169)

Finally, using the normal mode (photon) representation of the field opera-
tors we can transform all second quantization operators to the photon picture.
In particular, we obtain for the hamiltonian (1.137)

Ĥ(t) =
1

8π

∫

d3r
(

Ê2(r, t) + B̂2(r, t)
)

=

∫

d3r

{

2π~̂π
2
(r, t) +

1

8π

(

~∇× ~̂A
)2

(r, t)

}

=
∑

λ k

~ωk

(

b̂†λ,kb̂λ,k +
1

2

)

. (1.170)

Thus, the hamiltonian of the free electromagnetic field is a superposition of
linear harmonic oscillator hamiltonians corresponding to the quantized normal
modes of the field. For details of the derivation of the final result, see problem
8.

Let us briefly discuss our result.

i) We have quantized the free electromagnetic field which is transverse with
two independent components (polarizations).

ii) Type and number of independent field modes (normal modes) is the same as
in the classical description. In an infinite systems, the normal modes are
monochromatic plane waves, in other geometries the modes follow from
the solution of the wave equation with the proper boundary conditions.

iii) Other examples would be a small radiation source which emittes in all
directions. In this case the normal modes would be spherical waves. Fur-
thermore, in a finite system, the normal modes depend on the properties
of the boundaries such as the reflectivity of the walls or losses due to dis-
sipation. Special resonators are used to select a certain number of modes,
thus reducing the k−sum (wave guides, lasers etc.).
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iv) The field consists of an integer number of elementary quanta (photons)
with an elementary energy ~ωk and a momentum ~k. Experiments con-
firm that each mode can be multiply excited, i.e. contain a large number
Nk,λ of modes. This would not be possible if photons would obey Fer-
mi statistics and, hence, the Pauli principle. Thus the choice of bosonic
commutation rules (1.157) is justified.

v) In second quantization the electromagnetic field is described by the field
operators Â and π̂ which are randomly fluctuating quantities. This trans-
forms into randomly fluctuating mode amplitudes b̂k,λ, b̂

†
k,λ or their com-

binations such as the number operator n̂k,λ = b̂†
k,λb̂k,λ. Measurements

will yield the eigenvalues, i.e. the number of photons of a given mode,
nk,λ = 0, 1, 2, . . .

vi) Other measurable quantities are expectation values of the operators Â
and π̂ or of operator products (correlation functions). To compute the
expectation values requires knowledge of the statistical properties of the
field. This can, for example, be a quantum mechanical state (pure state)
which is being prepared in an experiment (such as in quantum optics)

vii) Alternatively, the field can be in a mixed state such as in thermodyna-
mic equilibrium. Then the theory requires averaging of operator products
with a thermodynamic density operator which leads to a statistical occu-
pation of the photon modes with the mean occupations given by a Bose
distribution.

viii) The most general situation corresponds to a nonequilibrium state of the
quantized field which can be caused by an external perturbation. Then
the mean occupation of each mode may change in time, nk,λ = nk,λ(t),
and the question arises how to theoretically describe this evolution. The
most general theory which solves this problem is the theory nonequilibri-
um Green functions (here, the photon Green function), which considers
expectation values of operator products of the type 〈b̂k,λ(t)b̂†k′,λ′(t′)〉, see
e.g. Ref. [Bon98].

Finally, we note that, with the second quantization of the electromagnetic
field and the introduction of photons, we have found a consistent concept
for the description of the field – in a sense, this is the modern picture of
the particle-field duality, originally introduced by Max Planck the founder of
quantum theory. Indeed, this theory contains wave properties – here in terms
of the normal modes - and particles. Only the latter are not to be understood
as particles in a mechanical sense but as elementary excitations of the field
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modes – the photons – which carry an energy quantum ~ωk and a momentum
quantum ~k12.

1.6 Quantization of the electromagnetic field

coupled to charged particles

So far we have considered the free electromagnetic field and its quantization.
Let us now generalize these results to the case that the field is coupled to
charged particles. We will generalize the Lagrange formalism to the full field-
matter interaction and find the corresponding Euler-Lagrange equations. The
first question we have to solve is how to incroporate the coupling between par-
ticles and fields into the minimal action principle. As with the choice of the
Lagrange function, cf. Sec. 1.1 there is, in principle, large freedom in construc-
ting the action for particles and fields. We will again follow the rule to prefer
the simplest choice possible, see also the discussion in Ref. [LL62].

The total action of the coupled particle-field system can always be written
as the sum of three terms

S = SF + SM + SMF (1.171)

where we denote the field (matter) term which contains only field (matter)
variables by “F” (“M”) and the coupling term by “MF”. The first term is the
action of the free electromagnetic field which was studied in Sec. 1.5.2. We are
now going to analyze the second term.

1.6.1 Lagrangian of a classical relativistic particle

The total action of a system of N charged particles is additive SM =
∑N

i=1 SMi.
This is, because the Coulomb interaction of the particles is mediated by the
electromagnetic field, and this effect will be included in the action SMF .

Thus, let us start by consdiering a single classical free non-relativistic par-
ticle “i” with massmi and recall its action. Since the only energy contribution is
due to kinetic energy T , the Lagrange function coincides with T , cf. Sec. 1.1.1,
L0
i = miv

2/2. Obviously, this expression is not Lorentz invariant. To generalize

12Interestingly, Planck himself maintained serious doubts about the consistency of his own
theory [?]. Considering, as an example, a spherical wave with an intensity decreasing as r−2

where r is the distance from the source he could not imagine how to deal with the situation
when the intensity falls below that corresponding to a single photon. This is naturally solved
in the standard probabilistic interpretation of quantum mechanics.
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L0
i to a relativistic particle we need to start from Lorentz scalars. The simp-

lest mechanical Lorentz scalar is the space time interval, the square of which
is (dsi)

2 = c2(dt)2 − (dri)
2, cf. Sec. 1.1. Then, the action for a macroscopic

physical process between points “a” and “b” involving particle “i” is

SMi = αi

∫ b

a

ds = αic

∫ tb

ta

√

1− v2
i

c2
dt

≡
∫ tb

ta

dt LMi, (1.172)

where we used vi = dri/dt, and the constant αi is yet to be determined. In the
last line we used the general definition of the Lagrange function which yields,

for a relativistic point particle, LMi = αic

√

1− v2

i

c2
. The constant is readily

determined by requiring that the known non-relativistic limit is recovered, i.e.

L0
i (vi) =

mi

2
v2
i = lim

vi/c→0
LMi(vi) = αic

(

1− 1

2

v2
i

c2

)

.

Comparison of the left and right sides and dropping the velocity independent
first term yields the constant to be αi = −mic with the result for the Lagrange
function of a relativistic classical point particle

LMi(vi) = −mic
2

√

1− v2
i

c2
(1.173)

Applying the standard formulas of the Lagrange formalism, from this we im-
mediately recover the momentum

pi =
∂LMi

∂vi

=
mivi

√

1− v2

i

c2

, (1.174)

and the total (kinetic) energy

Ei = pivi − LMi =
mic

2

√

1− v2

i

c2

. (1.175)

Now, the hamiltonian follows from Ei, as usual, by eliminating the velocity.
Squaring (1.175), we obtain

E2
i

c2
=

m2
i c

2

1− v2i
c2

=
m2

iv
2
i

1− v2

i

c2

+
m2

i (c
2 − v2

i )

1− v2

i

c2

= p2
i +mic

2,
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which yields the familiar relativistic energy-momentum dispersion

HMi(pi) =
√

c2p2
i +m2

i c
4 (1.176)

Finally, the Lagrange formalism immediately yields the (trivial) equation of
motion (the Euler-Lagrange equation) of a free particle:

0 = −∂LMi

∂qi

+
d

dt

∂LMi

∂vi

=
d

dt
pi. (1.177)

To shorten the notation, below we will denote the relativistic square root by
γi = (1− v2

i /c
2)−1/2.

1.6.2 Relativistic particle coupled to
the electromagnetic field

Let us now analyze how the equation of motion of the particle changes if it
interacts with an electromagnetic field. We then have to re-derive the Euler-
Lagrange equation starting from the total action S = S[qi,vi;A

µ], Eq. (1.171),
and performing the variation with respect to the particle variables. Due to the
linear relation between action and Lagrange function, the latter will also consist
of three parts from which the field part is, by definition, independent of the
particle coordinates. Therefore, the equation of motion of particle “i” follows
from the Lagrange function LMi + LMi,F generalizing Eq. (1.177)

0 = −∂LMi + LMi,F

∂qi

+
d

dt

∂LMi + LMi,F

∂vi

= −∂LMi,F

∂qi

+
d

dt
pi +

d

dt

∂LMi,F

∂vi

(1.178)

Inserting the result for the relativistic momentum, Eq. (1.174), we obtain
the relativistic generalization of Newton’s equation

d

dt

mivi
√

1− v2

i

c2

=
∂LMi,F

∂qi

− d

dt

∂LMi,F

∂vi

= FLi (1.179)

where the r.h.s. is the relativistic Lorentz force which is determined by the
field-matter interaction. While the explicit form of the interaction Lagrangian
LMi,F is still open it is clear that, in the equation of motion (1.179) for our
classical point particle, the r.h.s. has to be taken (after differentiation) at the
current phase space point {qi(t),vi(t)} of the particle.
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1.6.3 Lagrangian of charged particles in an EM field

Let us now consider how to describe, in the Lagrange formalism, the interaction
between a charged particle with the electromagnetic field. Again, we choose the
simplest possible form. The key quantities describing the field matter interac-
tion are the particle charge (and eventuall the charge current density) whereas
the field is represented by the potential Aµ. The simplest way to couple both is
to include both factors in first order. To do this in a Lorentz invariant way we
need a scalar product of two 4−vectors which we form from Aµ and xµ. The
proper choice of the action is (the pre-factor is chosen to correctly reproduce
the interaction energy)

SMi,F = −
∫ b

a

ei
c
Aµdx

µ = −ei
c

∫ b

a

{cφdt−Adr} (1.180)

= −ei
c

∫ tb

ta

{cφ−Avi} dt,

which yields the following result for the field-matter Lagrangian

LMi,F [vi(t);A
µ(qi, t)] =

ei
c
Avi − eiφ (1.181)

where the potentials have to be taken at the current position of the particle.
With this result we can derive the canonical momentum and the Hamilton

function of the particle in the electromagnetic field replacing, in our previous
expressions for the free particle, LMi → LMi + LMi,F ≡ Li. The momentum is
then

Pi =
∂Li

∂vi

= pi +
ei
c
A(qi) = miviγi +

ei
c
A(qi), (1.182)

where pi is given by Eq. (1.174). Analogously, we obtain the energy

Ei = pivi − Li = mic
2γi + eiφ(qi). (1.183)

To obtain the Hamilton function we again eliminate the velocity, as was done
with Eq. (1.175),

(Ei − eiφ)
2

c2
= p2

i +mic
2.

The hamiltonian of a relativistic particle should be written as a function of
the canonical momentum which now is given by Eq. (1.182). Thus solving for
Ei and expressing pi by Pi we obtain

Hi(qi,Pi) =

√

c2
(

Pi −
ei
c
A(qi)

)2

+m2
i c

4 + eiφ(qi) (1.184)
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For completeness, we consider the non-relativistic limit of the above results.
Then LMi → L0

i but LMi,F remains unchanged, i.e. Li → mi

2
v2
i +

ei
c
Avi − eiφ.

Consequently, Pi =
∂Li

∂vi
= mivi − ei

c
A, and the non-relativistic hamiltonian

reduces to

Hi(qi,Pi) =
1

2mi

(

Pi −
ei
c
A(qi)

)2

+ eiφ(qi).

With the result for the field-matter interaction Lagrangian we can now
evaluate the Lorentz force (1.179) on a relativistic particle. The result is the
same as in the non-relativistic case, familiar from electrodynamics,

FLi(t) = eiE(qi, t) +
ei
c
vi ×B(qi, t) (1.185)

Proof: To evaluate the expression

FLi =
∂LMi,F

∂qi

− d

dt

∂LMi,F

∂vi

, (1.186)

we begin with transforming the second term taking into account that, for a
continuous vector fieldA(r, t), the total time derivative is d

dt
A = { ∂

∂t
+(v~∇)}A.

Recalling further the relation between electric field and vector potential, E =
−~∇φ− 1

c
∂
∂t
A, we can transform

− d

dt

∂LMi,F

∂vi

= −ei
c

d

dt
A = −ei

c

{

∂

∂t
+ (vi

~∇)

}

A

= ei(E+ ~∇φ)− ei
c
(vi

~∇)A. (1.187)

For the transformation of the first term in (1.186) we recall the vector identities
for an arbitrary pair of vectors

~∇(C ·D) = (C · ~∇)D+ (D · ~∇)C+

+ D× (~∇×C) +C× (~∇×D),

which allows to transform

∂

∂qi

[A(qi)vi] =

(

vi ·
∂

∂qi

)

A(qi) + vi ×
(

∂

∂qi

×A(qi)

)

,

where we took into account that vi does not depend on qi. Now we can trans-
form

∂LMi,F

∂qi

=
ei
c

∂

∂qi

[A(qi)vi]− ei
∂

∂qi

φ(qi) (1.188)

=
ei
c

(

vi ·
∂

∂qi

)

A(qi) +
ei
c
vi ×

(

∂

∂qi

×A(qi)

)

− ei
∂

∂qi

φ(qi).
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Now we can add up the two terms (1.187) and (1.188) and obtain, after can-
cellations,

− d

dt

∂LMi,F

∂vi

+
∂LMi,F

∂qi

= eiE(qi) +
ei
c
vi ×

(

∂

∂qi

×A(qi)

)

, (1.189)

which is just the Lorentz force (1.186) acting on point particle “i”.
With this the treatment of the particle dynamics is completed. Using the

Lagrange formalism with a Lagrangian for a relativistic point particle and
an additional field-matter interaction contribution we have derived the Euler-
Lagrange equation for the particle which is just the relativistic generalization
of Newton’s equation. The force on the particle is the Lorentz force which is
relativistically invariant due to the covariance of Maxwell’s equations.

What is left now is to consider the influence of the field-matter interaction
on the electromagnetic fields. We expect that this will give rise to modified
Maxwell’s equations compared to the vacuum case - the equations will contain
a coupling to the particles via charge and current densities. Since this coupling
is, in general, not created by point particles, we first study how to generalize
the field-matter interaction Lagrangian to arbitrary spatially extended charge
distributions ρ(r).

Generalization to a delocalized charge distribution

To study the interaction of the field with a continuous charge distribution
we will first generalize our result to an ensemble of N point particles with
total charge Q =

∑N
i=1 ei and then let the individual charges go to zero and

increasing N such that Q remains finite. Then we can change from summation
to integration over the volume,

Q =
N
∑

i=1

ei −→
∫

V

d3r ρ(r),

and write the total interaction contribution to the action, generalizing Eq. (1.180)
according to

SMF =
N
∑

i=1

SMi,F = −1

c

∫ b

a

Aµ

N
∑

i=1

eidx
µ

−→ −1

c

∫ b

a

∫

V

d3r ρ(r)Aµ dx
µ

= −1

c

∫ tb

ta

∫

V

d3r ρ(r)Aµ
dxµ

dt
dt ≡

∫ tb

ta

dt

∫

V

d3rLMF (r, t). (1.190)
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The last line allows us to identify the Lagrange density which can be expressed
by the current 4 vector using the definition jµ = ρdxµ

dt
= (cρ, j), cf. Eq. (1.111),

LMF = −1

c
Aµj

µ (1.191)

which is an impressively simple result considering the scope of physical proces-
ses it describes. This is the simplest linear coupling of the electromagnetic field
to charged matter where the latter is fully described by the current vector jµ.
This result is fully applicable to classical systems: in this case we have to insert
the charge current density and charge density which contain delta functions
which brings us back to the first expression for the action involving a sum over
point charge contributions. At the same time, the result (1.191) also applies
to quantum systems. Then the charge and current density are determined by
the wave function,

ρ = e ψψ∗,

j =
e~

2mi
{ψ∗∇ψ − ψ∇ψ∗} ,

if the system is in the (pure) quantum state described by the wave function
ψ(r, t). Thus, in the quantum case, the current entering the Lagrange density
is to be understood as an expectation value. Therefore, any technical tool to
compute averages can be applied here. If the quantum system is in a mixed
state, e.g. in thermodynamic equilibrium, the expectation value can be com-
puted e.g. via the trace with the density operator, a distribution function or
Green’s function. Finally, the coupling (1.191) has proved very successful in
the description of other field-matter interactions far beyond electrodynamics,
including quantum chromodynamics, see e.g. Ref. [GSS07].

1.6.4 Quantization of the electromagnetic field coupled
to charges

After using the action of the field-matter system to derive the equations of
motion of the particles we now have to do the same for the electromagnetic
field. Since we will perform the variations with respect to the field variable
Aµ, from the three contributions to the action (1.171) only two will have an
effect; the particle term SM does not depend on the field and can be skipped.
Thus the Lagrange density LF of the field in vacuum, cf. Sec. 1.5.2 has to be
generalized to LF −→ LF + LMF ≡ Lfield which reads

Lfield[A
µ, ∂νAµ, jµ] = − 1

8π
(∂µAν − ∂νAµ) ∂µAν −

1

c
Aµj

µ (1.192)
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In contrast to the vacuum case the Lagrangian now also depends on Aµ. The
equations of motion are given by the Euler-Lagrange equations (1.128) in which
only the first term is new,

0 =
δLfield

δAν

− ∂µ
δLfield

δ∂µAν

, (1.193)

= −1

c
jµ + ∂µ

F µν

4π
,

and we immediately obtain Maxwell’s equations for the field tensor including
the coupling to matter. The second pair of equations for the dual tensor does
not change compared to the vacuum case since it does not involve charge and
current densities.

Let us now discuss how the presence of charges alters the quantization of
the electromagnetic field. The first thing we need is to compute the canonical
momentum of the field by functionally differentiating Lfield with respect to
∂tAν , cf. Eq. (1.131). Since LMF is independent of ∂tAν the result is the same
as in vacuum, π0 ≡ 0 and ~π = E/4π. This means, the quantization can be
performed as in vacuum, by replacing the fields Aµ and ~π by operators with
the commutation relations

[

Âk(r, t), π̂j(r′, t)
]

= i~ δj,kδ(r− r′). (1.194)

Note that we did not use the transverse delta function here because we cannot
guarantee that there exist only two transverse modes as in vacuum electrody-
namics since the fields are subject to external currents,

�Ak =
4π

c
jk, k = 1, 2, 3. (1.195)

Here we have excluded the 0−component, i.e. the equation for φ because it is
not independent of the dynamics of A. For example, in the Lorentz gauge, the
connection is given by Eq. (1.108). The general solution of this equation is

Ak = CkA
k
free + Ak

ext,

where Afree is the solution of the homogeneous equation (consisting of two
purely transverse components) and Aext is the particular solution of the inho-
mogeneous equation

Aext(r, t) =
4π

c

∫

dt̄

∫

d3r̄ G(r, t; r̄, t̄) j(r̄, t̄),

where G is the Green function of Eq. (1.195).
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The explicit form of G and of all solutions of Eq. (1.195) depends on the
geometry of the system, the boundary values of j and the associated initial and
boundary conditions for A. These solutions can again be used to construct a
complete set of normal modes uλ,k(r, t; [j]) which, due to linearity of the wave
equation, can be used as a basis for the canonically conjugate fields A and
π. The same basis can be used for the field operators Â and π̂, following the
procedure outlined in Sec. 1.5.4. Each of the modes will again be associated
with a pair of photon operators b̂λ,k(r, t) and b̂

†
λ,k(r, t). With this, the second

quantization procedure has been extended to the case of fields coupled to
external charges.

1.6.5 Quantization of the EM field
in a dielectric medium or plasma

So far we have considered the interaction of the field with external charges
and currents and derived the coupled equations of charges and field in various
forms, including a quantized description. This is a correct microscopic descrip-
tion However, if the field interacts with a macroscopic number of particles, for
example with a plasma, a gas or a polarizable medium, it is advantageous to
use a statistical (continuum) approach. The idea is not to resolve the individual
charged particle dynamics but to average all quantitities over a finite volume.

This medium itself contains charges and currents which are “induced” by
the field giving rise to a total charge and current density ρ = ρext + ρind and
j = jext + jind which appear in Maxwell’s equations. This leads to a modified
“medium” electrodynamics, see e.g. the text books [ABA84, Jac75, LL80, ?].

Here we only outline the basic procedure. The common approach is to
restore equations of the same structure as those of vacuum electrodynamics,
cf. Sec. 1.5.1,

divD(r, t) = 4πρext(r, t), ∇× E(r, t) = −1

c

∂B(r, t)

∂t
, (1.196)

divB(r, t) = 0, ∇×H(r, t) =
4π

c
jext(r, t) +

1

c

∂D(r, t)

∂t
. (1.197)

keeping only the external charge and currents and absorbing the induced con-
tributions into modified fields D and H. The relation between D and E on the
one hand, and H and B, on the other is realized via additional functions – the
dielectric function ǫ and the magnetic permeability µ, respectively which con-
tain the complete information about the particular medium. In the simplest
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case, the relation in Fourier space reads (i, j = 1, 2, 3),

Di(k, ω) = ǫij(k, ω)Ej(k, ω),

Bi(k, ω) = µij(k, ω)Hj(k, ω),

where summation over repeated indices is implied.
Now, the eigenvalue problem of the field in the presence of a polarizable

medium differs compared to vacuum. As a result, for the case of an unmagneti-
zed medium (µ = 1), the eigenmodes of the electromagnetic field are obtained
form the condition that the following determinant vanishes, i.e.

∣

∣

∣

∣

k2δij − kikj −
ω2

c2
ǫij(k, ω)

∣

∣

∣

∣

= 0.

The result is a spectrum of modes with the dispersion ωs(k), s = 1, 2, . . . ,
which are essentially influenced by the medium, for details see [ABA84, Bon98,
?]. As in the case of the electromagnetic field in vacuum, the details of the
modes depend on the geometry of the system. In case that the field is enclosed
in a cube, cf. Sec. 1.5.3, the solutions will again be monochromatic plane waves
but with a modified frequency dispersion ωs(k). After diagonalization, these
modes can again be used to construct a complete orthonormal set suitable for
expansion of any field excitation. In particular, the canonical fields and the
field operators can be expanded in terms of these normal modes.

This is, however, only part of the story. The procedure outlined before and
discussed so far leads to the expansion of the field operators Â and π̂ in terms
of normal modes where the coefficients are creation and annihilation operators
b̂† and b̂ of elementary excitations of a given normal mode. However, these
are randomly fluctuating operators and, therefore, also Â and π̂ are random
quantities. The only quantities of practical use which can be related to an
experiment are suitable expectation values such as 〈Âµ〉. Since in many cases
this mean value is zero – an exception or Bose systems below the condensation
temperature, cf. Sec. 5.4 – the first non-trivial expectation value is that of
a product 〈ÂµÂν〉 which is closely related to the Green’s functions of many-
body theory. Thus the task of a many-body theory of field and matter is to
derive equations of motion for the Green’s functions of the electromagnetic
field (photon Green’s function) coupled to the Green’s functions of charge
particles. This is described in detail in Ref. [Bon16]. An alternative way in
dealing with the expectation value is to perform a semiclassical averaging over
random initial configurations. This is discussed in a number of subsequent
sections, in particular in Secs. 2.1.4, 5.9.2.

Finally, we note that the concept of canonical quantization is also applied
to the wave equations of quantum mechanics such as the Schrdinger equation
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or the Klein-Gordon and Dirac equations. This leads to a replacement of the
wave functions or spinors by the respective field operators. For more details
on this approach, see the text book of Huang [Hua98].

1.7 Problems to Chapter 1

1. Analyze the second variation of the action. Are there cases when the
Euler-Lagrange equations (1.18) lead to a maximum of the action S
rather than to a minimum?

2. Proof relation (1.70).

3. Derive the hamiltonian (1.97) from the expression (1.96).

4. Verify the components of the tensor F̃ µν by direct evaluation of the
definition, Eq. (1.122).

5. Verify Eq. (1.123) by direct evaluation of the tensor product.

6. Verify Eq. (1.124) by direct evaluation of the tensor product.

7. Derive the second quantization representation of the hamiltonian, Eq. (1.170).

8. Derive the second quantization representation of the Poynting vector,
Eq. (1.138).


